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Radio channel characterization is an important step in designing a wireless communication
system. By knowing the nature of the channel, it is possible to intelligently design a system
that meets a set of required specifications. A measurement system was designed and
utilized to obtain experimental data concerning the characteristics of the wireless channel
around the University of Kansas, Lawrence campus at 5.8 GHz. In this thesis, a process is
developed to characterize any wireless channel at a specified frequency. The results of this
investigation were obtained using the 5.8 GHz Unlicensed National Information
Infrastructure (U-NII) band. Not only was the receive power found to be log-normal
about a distance dependent mean, but the distribution of the Rician specular-to-random
ratio, K, was also found to be log-normal about a distance dependent mean. The average
value of K was found to decrease as the transmitter-receiver separation increased. A

positive correlation was found between the amount of shadowing and K. A new approach

to determining percent coverage area was developed that uses this information to obtain a



more accurate result. Normally, Rayleigh fading is assumed over the entire area in a cell.
By using the experimental results and the process developed here, it is possible to save as

much as 5 dB in ERP when a 90 percent coverage area is specified.






TABLE OF CONTENTS

1 INTRODUCTION ... 1
11 1Y o LAY 4 o] o T 1
12 Broadband Wil ElESS......c.ooiieierieeee ettt et ettt 1
13 ChoosSiNg the Carrier FrEQUENCY ...ttt sttt nnens 3
14 Characterizing the Chann@l............co e 5
15 BER VSPER. ...ttt ettt 7
16 Line-of-Sight, Obstructed and All LOCatiONS CASES .......covrueuirererieererereeeeresee e 7
17 Organization Of the TRESIS. .....cuci et st 8
2 BACKGROUND ... 9
21 PACKEL RAAIO.......cieeieeie ettt bbb et et 10
22 Determination Of FAiNG ...t 14

221 Rician Probability Density FUNCLION...........cciiiiiiiicicieicieieieieieicicieieieieieie e 15
2.3 Distribution of the Specular-to-Random Ratio, K ...........ccceoereeinreeirreeenree e 17
24 Determination of Receive POwer DistribULION ........c.ooviviieineeeeee e 19

241 Power Law and Determination of the Path LOSS EXPONENt...........covvrrrnenennereneneneneneene 20

242 TWO-REY MOUEL ...t 21
25 Deter mination of Percent COVErage Al €a.......cccvveereieeereeereee e seeseseeesae s eesseessenens 22

251 LT 1 =011 7= 1 o TS 23

252 Correlation between K and the RECEIVE POWES ..o 24
2.6 Development of Percent Coverage Area FOrmula.........cocceeceveceseceseseeeseesees e 25

3 DESCRIPTION OF MEASUREMENT SYSTEM AND EXPERIMENTAL
PROCEDURE ... 33

31 EQUIDIMENT ..ottt 33

32 L@ o1= 8= 14 o] o OSSR OTPTPPPROTPPPROION 33



33 SV (= IRV A= 1 To= o o TN 33
34 Deter Mination Of LOCALIONS........c.cierceeriereeeeresreressre s sse s sesssesens 34
35 Determination Of FAQiNg.......cocceeivereeiiericeeses e e sa e sesaenens 37
36 Determination of Path LOSSEXPONENT .......ccoueceiirirceiresie e ses e ese e sse e s eessssesenens 37
3.7 Determination of Average K VS, DISLANCE........cccerirreeerseee e erse s 38
38 TSt FOF NOFMAIITY ..ttt ettt bbb es 38
39 ClosingtheLink for Average K and Average Path LOSS..........ccoirioinrnnennncene e 38
3.10 Determination of Correlation COEffiCIENt, 0 ...cccovvvenrnceeirre e 39
311 Deter mination of Percent COVErag@ Al a........ccuvveeeeireeereeseeseseee s see e snens 39
4 RESULT S e 41
41 Deter mination of Fading and Average RECEIVE POWEY ... 41
4.2 DiISLIIDULION OF K ..o 42
4.3 Distribution Of Pati LOSS.......c.ccciiiiiieeeeeeeeee e 47
4.4 TWO-TAY MOUE ...ttt 52
45 Correlation between K and ShadOwing ..o 57
4.6 ClosSiNg the LiNK EXAMPIE.......c.ccieiieceecerisetee s sistee st ssse s s sese e e sesenssenses 61
47 Per cent Coverage Area: K and Receive Power Joint Digtribution Comparison................. 63

471 DiIStaNCe TradE-Off ... 63

472 POWEN TFadE-Off ...t 9
4.8 Percent Coverage Area: BER VSPER COMPAriSON .....cccvveeieeveniereneresiereesesesssssesessssssesensens 113
49 Percent Coverage Area: ERP Family Of CUIVES.........covovveiri v 134
4.10 Percent Coverage Area: LOS, OBS, and ALL Case Comparison.........cccceeeeeeeerereenenes 140
5  CONCLUSIONS ...t eerras 150

6 REFERENCES ... ..o i 153



v

APPENDIX A: CDFS FOR TESTED LOCATIONS ......ccooiieieiiiireeeeeeen 158
APPENDIX B: DATA COLLECTION CODE (BORLAND C++)...cceevveeenenee. 187
APPENDIX C: CDF ANALYSIS: DETERMINING K (MATLAB™ CODE).... 206

APPENDIX D: LINEAR REGRESSION: PATH LOSS AND K (MATLAB™

(MATLAB™ CODE)......o oottt ettt e, 216
APPENDIX G: CLOSING THE LINK FOR AVERAGE K AND PATH LOSS
(MATLAB™ CODE)..... oottt ettt 219
APPENDIX H: DETERMINATION OF CORRELATION COEFFICIENT
(MATLAB ™ CODE).......coovoioiieteteeeeee ettt enen s 222
APPENDIX |: DETERMINATION OF PERCENT COVERAGE AREA
(MATLAB™ CODE)..... oottt 223
APPENDIX J: TEST FOR NORMALITY (MATLAB™ CODE)........c.ccocoue..... 228
APPENDIX K: CONSTRUCTION OF BIVARIATE GAUSSIAN GRAPH
(MATLAB™ CODE)..... oot et sn s anen e sannes 229
APPENDIX L: DIFFERENCE OF TWO INDEPENDENT GAUSSIANS........ 233

APPENDIX M: ABBREVIATIONS AND ACRONYMS ... 234



APPENDIX N: MEASUREMENT SYSTEM OPERATION



vi

LIST OF FIGURES AND TABLES

Number Page
FIGURE 1: AVERAGE BER AND NON-FADING AVERAGE PER EQUIVALENT AS A
FUNCTION OF EB/NO FOR CONTINUOUS DATA AND PACKETSOF 424 BITSIN SLOW,
FLAT RAYLEIGH FADING. ..ot ssssssssnns 13
FIGURE 2: TWO-RAY MODEL GEOMETRY . ..o 22
FIGURE 3: BIVARIATE GAUSSIAN PROBABILITY DENSITY FUNCTION USING THE
AVERAGE K AND AVERAGE RECEIVED POWERS DETERMINED EXPERIMENTALLY
FOR A TRANSMITTER-RECEIVER SEPARATION OF 100M. .....cocociiiiiiiieicieieereeereneneinas 27
FIGURE 4: BIVARIATE GAUSSIAN PROBABILITY DENSITY FUNCTION USING THE
AVERAGE K AND AVERAGE RECEIVED POWERS DETERMINED EXPERIMENTALLY
FOR A TRANSMITTER-RECEIVER SEPARATION OF 400M. .....ccociiiiirereereererererenenenenas 28
FIGURE 5: BIVARIATE GAUSSIAN PROBABILITY DENSITY FUNCTION FOR INDEPENDENT
K AND RECEIVE POWER AT A TRANSMITTER-RECEIVER SEPARATION OF 100M. ... 29
FIGURE 6: BIVARIATE GAUSSIAN PROBABILITY DENSITY FUNCTION FOR INDEPENDENT
K AND RECEIVE POWER AT A TRANSMITTER-RECEIVER SEPARATION OF 400M. .... 30

FIGURE 7: LOCATIONSUSED IN THE INVESTIGATION. .....cooiiiirniii s 36
FIGURE 8 : DISTRIBUTION OF K OVER DISTANCE FOR LOSLOCATIONS........ccccecvnniriinenens 43
FIGURE 9: DISTRIBUTION OF K OVER DISTANCE FOR OBSLOCATIONS. ..o 44
FIGURE 10: DISTRIBUTION OF K OVER DISTANCE FOR ALL LOCATIONS. ......ccooeieeererernnenns 45
FIGURE 11: CRAMER-VON MISES GOODNESS OF FIT TEST RESULT FOR LOG-NORMAL K
DEVIATION DISTRIBUTION. .....ccttriiteretsisietee st 46
FIGURE 12: PATH LOSS EXPONENT DETERMINATION FOR LOSLOCATIONS.........cccovverenen. 48
FIGURE 13: PATH LOSS EXPONENT DETERMINATION FOR OBSLOCATIONS. .......ccccoevvene. 49
FIGURE 14: PATH LOSS EXPONENT DETERMINATION FOR ALL LOCATIONS. .......ccoviveene. 50
FIGURE 15: CRAMER-VON MISES GOODNESS OF FIT TEST RESULT FOR LOG-NORMAL
SHADOWING. ..ottt ettt b et s b et s ee e n e nn e 51
FIGURE 16: TWO-RAY AND POWER LAW RADIO PROPAGATION MODEL COMPARISON
FOR LOS LOCATIONS FOR 2M RECEIVE ANTENNA HEIGHT ..o 53

FIGURE 17: TWO-RAY AND POWER LAW RADIO PROPAGATION MODEL COMPARISON

FOR LOS LOCATIONS FOR 1M RECEIVE ANTENNAHEIGHT ..o, 54

FIGURE 18: TWO-RAY AND POWER LAW RADIO PROPAGATION MODEL COMPARISON

FOR OBS LOCATIONS. ...ttt e bbb s 55..

FIGURE 19: TWO-RAY AND POWER LAW RADIO PROPAGATION MODEL COMPARISON

FOR ALL LOCATIONS. ... e e 56.

FIGURE 20: DETERMINATION OF THE CORRELATION COEFFICIENT BETWEEN K AND

SHADOWING FOR LOS LOCATIONS. ... ..ottt sttt 58
FIGURE 21: DETERMINATION OF THE CORRELATION COEFFICIENT BETWEEN K AND

SHADOWING FOR OBS LOCATIONS. ...ttt ettt 59
FIGURE 22: DETERMINATION OF THE CORRELATION COEFFICIENT BETWEEN K AND

SHADOWING FOR ALL LOCATIONS. ...ttt 60

FIGURE 23: PERCENT COVERAGE AREA COMPARISON AMONG THE ACTUAL
CORRELATED K AND RECEIVE POWER JOINT DISTRIBUTION, K AND ........ccccevvieenne

FIGURE 24: PERCENT COVERAGE AREA COMPARISON AMONG THE ACTUAL
CORRELATED K AND RECEIVE POWER JOINT DISTRIBUTION, K AND RECEIVE
POWER INDEPENDENCE AND THE RAYLEIGH CHANNEL ASSUMPTION FOR LOS

LOCATIONS WITH BER = 10 AND ERP = 10 DBW. ....c.coeviveicrieceeeeeeee s 65



FIGURE 25: PERCENT COVERAGE AREA COMPARISON AMONG THE ACTUAL
CORRELATED K AND RECEIVE POWER JOINT DISTRIBUTION, K AND RECEIVE
POWER INDEPENDENCE AND THE RAYLEIGH CHANNEL ASSUMPTION FOR LOS
LOCATIONSWITH BER = 10°AND ERP = 20 DBW. ........ooservvverervessssesssseesssseesssssesssssns 66

FIGURE 26: PERCENT COVERAGE AREA COMPARISON AMONG THE ACTUAL
CORRELATED K AND RECEIVE POWER JOINT DISTRIBUTION, K AND RECEIVE
POWER INDEPENDENCE AND THE RAYLEIGH CHANNEL ASSUMPTION FOR LOS
LOCATIONSWITH BER = 10° AND ERP =30 DBW.........ooreoeeeeeeeeeeeeeeeneeeeeeee e ssesenesenne 67

FIGURE 27: PERCENT COVERAGE AREA COMPARISON AMONG THE ACTUAL
CORRELATED K AND RECEIVE POWER JOINT DISTRIBUTION, K AND RECEIVE
POWER INDEPENDENCE AND THE RAYLEIGH CHANNEL ASSUMPTION FOR LOS
LOCATIONSWITH BER = 10° AND ERP = 40 DBW.........ooverrrverereeenssieenssssess s 68

FIGURE 28: PERCENT COVERAGE AREA COMPARISON AMONG THE ACTUAL
CORRELATED K AND RECEIVE POWER JOINT DISTRIBUTION, K AND RECEIVE
POWER INDEPENDENCE AND THE RAYLEIGH CHANNEL ASSUMPTION FOR OBS
LOCATIONSWITH BER = 10°AND ERP =6 DBW. .....covovorereereresess e sssesssssesssssns 69

FIGURE 29: PERCENT COVERAGE AREA COMPARISON AMONG THE ACTUAL
CORRELATED K AND RECEIVE POWER JOINT DISTRIBUTION, K AND RECEIVE
POWER INDEPENDENCE AND THE RAYLEIGH CHANNEL ASSUMPTION FOR OBS
LOCATIONSWITH BER = 10° AND ERP = 10 DBW..........ooreeeeeeeeeeeeeeeeeeeneeeeeeee e ssssesesenn 70

FIGURE 30: PERCENT COVERAGE AREA COMPARISON AMONG THE ACTUAL
CORRELATED K AND RECEIVE POWER JOINT DISTRIBUTION, K AND RECEIVE
POWER INDEPENDENCE AND THE RAYLEIGH CHANNEL ASSUMPTION FOR OBS
LOCATIONSWITH BER = 10° AND ERP = 20 DBW.........ooosrerverereeesssseenessesese s 71

FIGURE 31: PERCENT COVERAGE AREA COMPARISON AMONG THE ACTUAL
CORRELATED K AND RECEIVE POWER JOINT DISTRIBUTION, K AND RECEIVE
POWER INDEPENDENCE AND THE RAYLEIGH CHANNEL ASSUMPTION FOR OBS
LOCATIONSWITH BER = 10° AND ERP =30 DBW..........oovsrerverereeesssieesesseesesseesssssesssssas 72

FIGURE 32: PERCENT COVERAGE AREA COMPARISON AMONG THE ACTUAL
CORRELATED K AND RECEIVE POWER JOINT DISTRIBUTION, K AND RECEIVE
POWER INDEPENDENCE AND THE RAYLEIGH CHANNEL ASSUMPTION FOR OBS
LOCATIONSWITH BER = 10° AND ERP = 40 DBW.........oorvoeeeeeereeeeeeeeeeneeseseee e ssesenesen 73

FIGURE 33: PERCENT COVERAGE AREA COMPARISON AMONG THE ACTUAL
CORRELATED K AND RECEIVE POWER JOINT DISTRIBUTION, K AND RECEIVE
POWER INDEPENDENCE AND THE RAYLEIGH CHANNEL ASSUMPTION FOR ALL
LOCATIONSWITH BER = 10° AND ERP =6 DBW. ..o ssssesssssesssssns 74

FIGURE 34: PERCENT COVERAGE AREA COMPARISON AMONG THE ACTUAL
CORRELATED K AND RECEIVE POWER JOINT DISTRIBUTION, K AND RECEIVE
POWER INDEPENDENCE AND THE RAYLEIGH CHANNEL ASSUMPTION FOR ALL
LOCATIONSWITH BER = 10° AND ERP = 10 DBW..........oorrveeeeeeeeeeeeeeeneeeeeeee e ssesenesen 75

FIGURE 35: PERCENT COVERAGE AREA COMPARISON AMONG THE ACTUAL
CORRELATED K AND RECEIVE POWER JOINT DISTRIBUTION, K AND RECEIVE
POWER INDEPENDENCE AND THE RAYLEIGH CHANNEL ASSUMPTION FOR ALL
LOCATIONSWITH BER = 10° AND ERP = 20 DBW.........orirveeeeeereeeeeeeeeeneeeeseee e ssesesssene 76

FIGURE 36: PERCENT COVERAGE AREA COMPARISON AMONG THE ACTUAL
CORRELATED K AND RECEIVE POWER JOINT DISTRIBUTION, K AND RECEIVE
POWER INDEPENDENCE AND THE RAYLEIGH CHANNEL ASSUMPTION FOR ALL
LOCATIONSWITH BER = 10° AND ERP =30 DBW..........oooererverereeessseenssseese s sssesssssns 77

FIGURE 37: PERCENT COVERAGE AREA COMPARISON AMONG THE ACTUAL
CORRELATED K AND RECEIVE POWER JOINT DISTRIBUTION, K AND RECEIVE



viit

POWER INDEPENDENCE AND THE RAYLEIGH CHANNEL ASSUMPTION FOR ALL
LOCATIONSWITH BER = 10° AND ERP = 40 DBW.........oooerevverereeenssieensssesess s 78
FIGURE 38: PERCENT COVERAGE AREA COMPARISON AMONG THE ACTUAL
CORRELATED K AND RECEIVE POWER JOINT DISTRIBUTION, K AND RECEIVE
POWER INDEPENDENCE AND THE RAYLEIGH CHANNEL ASSUMPTION FOR LOS
LOCATIONSWITH PER = 0.00424 AND ERP = 6 DBW......ccccoiiiniriireinneeeneeseseeesenneeens 79
FIGURE 39: PERCENT COVERAGE AREA COMPARISON AMONG THE ACTUAL
CORRELATED K AND RECEIVE POWER JOINT DISTRIBUTION, K AND RECEIVE
POWER INDEPENDENCE AND THE RAYLEIGH CHANNEL ASSUMPTION FOR LOS
LOCATIONSWITH PER =0.00424 AND ERP = 10 DBW......cccoseiririnieinerieeseneeesesesreeseseeeens 80
FIGURE 40: PERCENT COVERAGE AREA COMPARISON AMONG THE ACTUAL
CORRELATED K AND RECEIVE POWER JOINT DISTRIBUTION, K AND RECEIVE
POWER INDEPENDENCE AND THE RAYLEIGH CHANNEL ASSUMPTION FOR LOS
LOCATIONSWITH PER =0.00424 AND ERP =20 DBW.......cccooriiniiinneeneseesesieens 81
FIGURE 41: PERCENT COVERAGE AREA COMPARISON AMONG THE ACTUAL
CORRELATED K AND RECEIVE POWER JOINT DISTRIBUTION, K AND RECEIVE
POWER INDEPENDENCE AND THE RAYLEIGH CHANNEL ASSUMPTION FOR LOS
LOCATIONSWITH PER = 0.00424 AND ERP = 30 DBW......cccoseiirinieinerieesinieese e 82
FIGURE 42: PERCENT COVERAGE AREA COMPARISON AMONG THE ACTUAL
CORRELATED K AND RECEIVE POWER JOINT DISTRIBUTION, K AND RECEIVE
POWER INDEPENDENCE AND THE RAYLEIGH CHANNEL ASSUMPTION FOR LOS
LOCATIONSWITH PER = 0.00424 AND ERP = 40 DBW.......cccoeirriiiiereneresesnes s 83
FIGURE 43: PERCENT COVERAGE AREA COMPARISON AMONG THE ACTUAL
CORRELATED K AND RECEIVE POWER JOINT DISTRIBUTION, K AND RECEIVE
POWER INDEPENDENCE AND THE RAYLEIGH CHANNEL ASSUMPTION FOR OBS
LOCATIONSWITH PER =0.00424 AND ERP = 6 DBW.......cccooiiinriiiinneerneeeseeeeseseeens 84
FIGURE 44: PERCENT COVERAGE AREA COMPARISON AMONG THE ACTUAL
CORRELATED K AND RECEIVE POWER JOINT DISTRIBUTION, K AND RECEIVE
POWER INDEPENDENCE AND THE RAYLEIGH CHANNEL ASSUMPTION FOR OBS
LOCATIONSWITH PER = 0.00424 AND ERP =10 DBW.......ccccoosinniiinicnssns 85
FIGURE 45: PERCENT COVERAGE AREA COMPARISON AMONG THE ACTUAL
CORRELATED K AND RECEIVE POWER JOINT DISTRIBUTION, K AND RECEIVE
POWER INDEPENDENCE AND THE RAYLEIGH CHANNEL ASSUMPTION FOR OBS
LOCATIONSWITH PER = 0.00424 AND ERP = 20 DBW......cccosiinrireinnieeeneesesesreesesneeens 86
FIGURE 46: PERCENT COVERAGE AREA COMPARISON AMONG THE ACTUAL
CORRELATED K AND RECEIVE POWER JOINT DISTRIBUTION, K AND RECEIVE
POWER INDEPENDENCE AND THE RAYLEIGH CHANNEL ASSUMPTION FOR OBS
LOCATIONSWITH PER = 0.00424 AND ERP = 30 DBW......ccccoseirriireinereeeneesesesnenesesneeens 87
FIGURE 47: PERCENT COVERAGE AREA COMPARISON AMONG THE ACTUAL
CORRELATED K AND RECEIVE POWER JOINT DISTRIBUTION, K AND RECEIVE
POWER INDEPENDENCE AND THE RAYLEIGH CHANNEL ASSUMPTION FOR OBS
LOCATIONSWITH PER =0.00424 AND ERP =40 DBW.......ccccooeiiinmiiinnreneeeesees 88
FIGURE 48: PERCENT COVERAGE AREA COMPARISON AMONG THE ACTUAL
CORRELATED K AND RECEIVE POWER JOINT DISTRIBUTION, K AND RECEIVE
POWER INDEPENDENCE AND THE RAYLEIGH CHANNEL ASSUMPTION FOR ALL
LOCATIONSWITH PER = 0.00424 AND ERP = 6 DBW......ccccsieinrreineseessee s 89
FIGURE 49: PERCENT COVERAGE AREA COMPARISON AMONG THE ACTUAL
CORRELATED K AND RECEIVE POWER JOINT DISTRIBUTION, K AND RECEIVE
POWER INDEPENDENCE AND THE RAYLEIGH CHANNEL ASSUMPTION FOR ALL
LOCATIONSWITH PER = 0.00424 AND ERP = 10 DBW......ccocseiirirreirerieeenieese e 90



FIGURE 50: PERCENT COVERAGE AREA COMPARISON AMONG THE ACTUAL
CORRELATED K AND RECEIVE POWER JOINT DISTRIBUTION, K AND RECEIVE
POWER INDEPENDENCE AND THE RAYLEIGH CHANNEL ASSUMPTION FOR ALL
LOCATIONSWITH PER = 0.00424 AND ERP =20 DBW.......ccccoriiiiniiinrcineeces 91

FIGURE 51: PERCENT COVERAGE AREA COMPARISON AMONG THE ACTUAL
CORRELATED K AND RECEIVE POWER JOINT DISTRIBUTION, K AND RECEIVE
POWER INDEPENDENCE AND THE RAYLEIGH CHANNEL ASSUMPTION FOR ALL
LOCATIONSWITH PER = 0.00424 AND ERP = 30 DBW......cccsiiiriireinerieeenreesesesreesesneieens 92

FIGURE 52: PERCENT COVERAGE AREA COMPARISON AMONG THE ACTUAL
CORRELATED K AND RECEIVE POWER JOINT DISTRIBUTION, K AND RECEIVE
POWER INDEPENDENCE AND THE RAYLEIGH CHANNEL ASSUMPTION FOR ALL
LOCATIONSWITH PER =0.00424 AND ERP =40 DBW.......ccccooeiiiniiinrrcneesecsesens 93

FIGURE 53: PERCENT COVERAGE AREA FOR THE ACTUAL CORRELATED K AND RECEIVE
POWER DISTRIBUTION AND THE RAY LEIGH CHANNEL ASSUMPTION FOR LOS
LOCATIONSWITH BER = 10° AND A CELL BOUNDARY OF 100M..........coovvvomervrerenrrrnnnee. 95

FIGURE 54: PERCENT COVERAGE AREA FOR THE ACTUAL CORRELATED K AND RECEIVE
POWER DISTRIBUTION AND THE RAY LEIGH CHANNEL ASSUMPTION FOR LOS
LOCATIONSWITH BER = 10° AND A CELL BOUNDARY OF 500M..........coovvvemervrerererennnee. 96

FIGURE 55: PERCENT COVERAGE AREA FOR THE ACTUAL CORRELATED K AND RECEIVE
POWER DISTRIBUTION AND THE RAY LEIGH CHANNEL ASSUMPTION FOR LOS
LOCATIONSWITH BER = 10° AND A CELL BOUNDARY OF 1 KM. .......oomrrrrrenrrrrenerronee. 97

FIGURE 56: PERCENT COVERAGE AREA FOR THE ACTUAL CORRELATED K AND RECEIVE
POWER DISTRIBUTION AND THE RAY LEIGH CHANNEL ASSUMPTION FOR OBS
LOCATIONSWITH BER = 10° AND A CELL BOUNDARY OF 100M..........ccooovvemerrrerenrrrnnnee. 98

FIGURE 57: PERCENT COVERAGE AREA FOR THE ACTUAL CORRELATED K AND RECEIVE
POWER DISTRIBUTION AND THE RAY LEIGH CHANNEL ASSUMPTION FOR OBS
LOCATIONSWITH BER = 10° AND A CELL BOUNDARY OF 500M..........coocovomervrerensrrnnnne. 99

FIGURE 58: PERCENT COVERAGE AREA FOR THE ACTUAL CORRELATED K AND RECEIVE
POWER DISTRIBUTION AND THE RAYLEIGH CHANNEL ASSUMPTION FOR OBS
LOCATIONSWITH BER = 10° AND A CELL BOUNDARY OF 1 KM. ......ooomrrvermrrreererrronne. 100

FIGURE 59: PERCENT COVERAGE AREA FOR THE ACTUAL CORRELATED K AND RECEIVE
POWER DISTRIBUTION AND THE RAY LEIGH CHANNEL ASSUMPTION FOR ALL
LOCATIONSWITH BER = 10° AND A CELL BOUNDARY OF 100M. ........coovvvvremrrreererennn. 101

FIGURE 60: PERCENT COVERAGE AREA FOR THE ACTUAL CORRELATED K AND RECEIVE
POWER DISTRIBUTION AND THE RAY LEIGH CHANNEL ASSUMPTION FOR ALL
LOCATIONSWITH BER = 10° AND A CELL BOUNDARY OF 500M..........coovvvverrrvenrerennas 102

FIGURE 61: PERCENT COVERAGE AREA FOR THE ACTUAL CORRELATED K AND RECEIVE
POWER DISTRIBUTION AND THE RAY LEIGH CHANNEL ASSUMPTION FOR ALL
LOCATIONSWITH BER = 10° AND A CELL BOUNDARY OF 1 KM. ......oomerrrrmnrrrrrerrronne. 103

FIGURE 62: PERCENT COVERAGE AREA FOR THE ACTUAL CORRELATED K AND RECEIVE
POWER DISTRIBUTION AND THE RAY LEIGH CHANNEL ASSUMPTION FOR LOS
LOCATIONSWITH PER = 0.00424 AND A CELL BOUNDARY OF 100M.......ccccccvruereererens 104

FIGURE 63: PERCENT COVERAGE AREA FOR THE ACTUAL CORRELATED K AND RECEIVE
POWER DISTRIBUTION AND THE RAY LEIGH CHANNEL ASSUMPTION FOR LOS
LOCATIONSWITH PER = 0.00424 AND A CELL BOUNDARY OF 500M.......cccccrruereerenens 105

FIGURE 64: PERCENT COVERAGE AREA FOR THE ACTUAL CORRELATED K AND RECEIVE
POWER DISTRIBUTION AND THE RAY LEIGH CHANNEL ASSUMPTION FOR LOS
LOCATIONSWITH PER =0.00424 AND A CELL BOUNDARY OF 1 KM.....ccccvnreininnnns 106



FIGURE 65: PERCENT COVERAGE AREA FOR THE ACTUAL CORRELATED K AND RECEIVE
POWER DISTRIBUTION AND THE RAY LEIGH CHANNEL ASSUMPTION FOR OBS
LOCATIONSWITH PER = 0.00424 AND A CELL BOUNDARY OF 100M........ccccovruerinnennns 107

FIGURE 66: PERCENT COVERAGE AREA FOR THE ACTUAL CORRELATED K AND RECEIVE
POWER DISTRIBUTION AND THE RAY LEIGH CHANNEL ASSUMPTION FOR OBS
LOCATIONSWITH PER = 0.00424 AND A CELL BOUNDARY OF 500M.......cccccvruereerennas 108

FIGURE 67: PERCENT COVERAGE AREA FOR THE ACTUAL CORRELATED K AND RECEIVE
POWER DISTRIBUTION AND THE RAYLEIGH CHANNEL ASSUMPTION FOR OBS
LOCATIONSWITH PER = 0.00424 AND A CELL BOUNDARY OF LKM.....cccccvmmevnirnnnes 109

FIGURE 68: PERCENT COVERAGE AREA FOR THE ACTUAL CORRELATED K AND RECEIVE
POWER DISTRIBUTION AND THE RAYLEIGH CHANNEL ASSUMPTION FOR ALL
LOCATIONSWITH PER =0.00424 AND A CELL BOUNDARY OF 100M........ccccovrueriirennns 110

FIGURE 69: PERCENT COVERAGE AREA FOR THE ACTUAL CORRELATED K AND RECEIVE
POWER DISTRIBUTION AND THE RAY LEIGH CHANNEL ASSUMPTION FOR ALL
LOCATIONSWITH PER = 0.00424 AND A CELL BOUNDARY OF 500M........cccccvrueriinennns 111

FIGURE 70: PERCENT COVERAGE AREA FOR THE ACTUAL CORRELATED K AND RECEIVE
POWER DISTRIBUTION AND THE RAYLEIGH CHANNEL ASSUMPTION FOR ALL
LOCATIONSWITH PER = 0.00424 AND A CELL BOUNDARY OF L KM.....cccccvrreenernnnes 112

FIGURE 71: PERCENT COVERAGE AREA COMPARISON BETWEEN BER AND EQUIVALENT
PER FOR AN ATM CELL FORLOSLOCATIONSAND ERP=6DBW.......ccccececerrrreirennn 113

FIGURE 72: PERCENT COVERAGE AREA COMPARISON BETWEEN BER AND EQUIVALENT
PER FOR AN ATM CELL FOR LOSLOCATIONS AND ERP =10 DBW........cccceovrevrrennnns 114

FIGURE 73: PERCENT COVERAGE AREA COMPARISON BETWEEN BER AND EQUIVALENT
PER FOR AN ATM CELL FOR LOSLOCATIONSAND ERP=20DBW.......cccececvnrrrerinene. 115

FIGURE 74: PERCENT COVERAGE AREA COMPARISON BETWEEN BER AND EQUIVALENT
PER FOR AN ATM CELL FOR LOSLOCATIONSAND ERP=30DBW......cccceveinrrrerenene. 116

FIGURE 75: PERCENT COVERAGE AREA COMPARISON BETWEEN BER AND EQUIVALENT
PER FOR AN ATM CELL FOR LOSLOCATIONSAND ERP=40DBW.......c.cceoecvnrrrerenene. 117

FIGURE 76: PERCENT COVERAGE AREA COMPARISON BETWEEN BER AND EQUIVALENT
PER FOR AN ATM CELL FOR OBSLOCATIONS AND ERP =6 DBW.........ccccceoevvcirrrrennes 118

FIGURE 77: PERCENT COVERAGE AREA COMPARISON BETWEEN BER AND EQUIVALENT
PER FOR AN ATM CELL FOR OBSLOCATIONS AND ERP =10 DBW.......ccceoevvcvnrrrennee 119

FIGURE 78: PERCENT COVERAGE AREA COMPARISON BETWEEN BER AND EQUIVALENT
PER FOR AN ATM CELL FOR OBSLOCATIONS AND ERP =20 DBW.......cccsvevevrrrnrennnes 120

FIGURE 79: PERCENT COVERAGE AREA COMPARISON BETWEEN BER AND EQUIVALENT
PER FOR AN ATM CELL FOR OBSLOCATIONS AND ERP =30 DBW.......cccevervevrrnrennnes 121

FIGURE 80: PERCENT COVERAGE AREA COMPARISON BETWEEN BER AND EQUIVALENT
PER FOR AN ATM CELL FOR OBSLOCATIONS AND ERP =40 DBW.......cccecevvvrrrnrennnes 122

FIGURE 81: PERCENT COVERAGE AREA COMPARISON BETWEEN BER AND EQUIVALENT
PER FOR AN ATM CELL FOR OBSLOCATIONS AND ERP =50 DBW.......c.cceoevverrrrennee 123

FIGURE 82: PERCENT COVERAGE AREA COMPARISON BETWEEN BER AND EQUIVALENT
PER FOR AN ATM CELL FOR OBSLOCATIONS AND ERP =60 DBW..........ccceoveinrrrenne. 124

FIGURE 83: PERCENT COVERAGE AREA COMPARISON BETWEEN BER AND EQUIVALENT
PER FOR AN ATM CELL FOR OBSLOCATIONS AND ERP =70 DBW.......ccceoevveirrrrennee 125

FIGURE 84: PERCENT COVERAGE AREA COMPARISON BETWEEN BER AND EQUIVALENT
PER FOR AN ATM CELL FORALL LOCATIONSAND ERP=6DBW.......ccecececurrrereerennnn 126

FIGURE 85: PERCENT COVERAGE AREA COMPARISON BETWEEN BER AND EQUIVALENT
PER FOR AN ATM CELL FOR ALL LOCATIONSAND ERP=10DBW.......cccecsvrerrerrrrene. 127

FIGURE 86: PERCENT COVERAGE AREA COMPARISON BETWEEN BER AND EQUIVALENT
PER FOR AN ATM CELL FOR ALL LOCATIONSAND ERP=20DBW.......cccccvvreirerrrrene. 128



FIGURE 87: PERCENT COVERAGE AREA COMPARISON BETWEEN BER AND EQUIVALENT
PER FOR AN ATM CELL FOR ALL LOCATIONS AND ERP =30 DBW...........ccoovvorereereree 129
FIGURE 88: PERCENT COVERAGE AREA COMPARISON BETWEEN BER AND EQUIVALENT
PER FOR AN ATM CELL FOR ALL LOCATIONS AND ERP =40 DBW...........coovvvvvererreree 130
FIGURE 89: PERCENT COVERAGE AREA COMPARISON BETWEEN BER AND EQUIVALENT
PER FOR AN ATM CELL FORALL LOCATIONS AND ERP =50 DBW...........oovvveerereereeee 131
FIGURE 90: PERCENT COVERAGE AREA COMPARISON BETWEEN BER AND EQUIVALENT
PER FOR AN ATM CELL FORALL LOCATIONS AND ERP =60 DBW...........ooovvverereeeeeee 132
FIGURE 91: PERCENT COVERAGE AREA COMPARISON BETWEEN BER AND EQUIVALENT
PER FOR AN ATM CELL FORALL LOCATIONSAND ERP =70 DBW..........oooovveerereereree 133
FIGURE 92: PERCENT COVERAGE AREA OVER DISTANCE FOR VARIOUS VALUES OF ERP
USING LOSLOCATIONS AND BER = 105......ooooooooooeoeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeesseeeeeeee s 134
FIGURE 93: PERCENT COVERAGE AREA OVER DISTANCE FOR VARIOUS VALUES OF ERP
USING OBS LOCATIONS AND BER = 107 .....oooooooooeoeeeeeeeeeeeeeeeeeeeeeeeeseeeeeeseeeeseeee s 135
FIGURE 94: PERCENT COVERAGE AREA OVER DISTANCE FOR VARIOUS VALUES OF ERP
USING ALL LOCATIONS AND BER = 107 .....ooooooooooeoeeeeeeeeeeeeeseeeeeeeeeeeeeeeseeseseeeeee e 136
FIGURE 95: PERCENT COVERAGE AREA OVER DISTANCE FOR VARIOUS VALUES OF ERP
USING LOS LOCATIONS AND PER = 4.24*10°WITH PACKET SIZE = 424 BITS (ATM
(o= I I F 137
FIGURE 96: PERCENT COVERAGE AREA OVER DISTANCE FOR VARIOUS VALUES OF ERP
USING OBS LOCATIONS AND PER = 4.24* 10°WITH PACKET SIZE = 424 BITS (ATM
(o= I I J S 138
FIGURE 97: PERCENT COVERAGE AREA OVER DISTANCE FOR VARIOUS VALUES OF ERP
USING LOS LOCATIONS AND PER = 4.24*10°WITH PACKET SIZE = 424 BITS (ATM

CELL. oot eeeee e ses e eeee s es e s s s es e ses s es e es s se s ses s eses e ses e eses s sesseeseseesenees 139
FIGURE 98: PERCENT COVERAGE AREA FOR LOS, OBSAND ALL LOCATIONSWITH BER =
105 AND ERP = 6 DBW. oo eeeeeeeeeeee st sseeesessseesss s e esesesesssssssseseesessssssssssseseesesssesesnns 140
FIGURE 99: PERCENT COVERAGE AREA FOR LOS, OBSAND ALL LOCATIONSWITH PER =
0.00424 AND ERP = 8 DBW. ....eeeeeeeeeeeeeeee e eeeeeeees e seeseeesees e sseseeeseeseeeseseesees e ssessesseseeseessennens 141
FIGURE 100: PERCENT COVERAGE AREA FOR LOS, OBSAND ALL LOCATIONSWITH BER
= 10° AND ERP = 10 DBW. ... e e eeeeeee e s e e e eeeess s ese e ee s e eseseeseeeseesesnensesnnnns 142
FIGURE 101: PERCENT COVERAGE AREA FOR LOS, OBSAND ALL LOCATIONSWITH PER =
0.00424 AND ERP = 10 DBW. ..o eeeeeee e eeeeeeees s eeesees s s eseseesses e eseesesseseeseessennens 143
FIGURE 102;: PERCENT COVERAGE AREA FOR LOS, OBSAND ALL LOCATIONSWITH BER
=107 AND ERP = 20 DBW. ....oeoeeeeeeeeeeeeeeeeeeeeseee e seeessesesessss s e sseessesesssessssesseesssessessaseessesssen 144
FIGURE 103: PERCENT COVERAGE AREA FOR LOS, OBSAND ALL LOCATIONSWITH PER =
0.00424 AND ERP = 20 DBW. ....eoeeeeeeeeeeeeeeeeeee e seeeeeeeeseeses e seeesseseseessses s seesssesesesesesessesesssesneens 145
FIGURE 104: PERCENT COVERAGE AREA FOR LOS, OBSAND ALL LOCATIONSWITH BER
=107 AND ERP = 30 DBW. ....ooeeeeeeeeeeeeeeeeeeeeeeseeesee e ssesssessssssessssessesesesessasessesssssssssssssesesesesen 146
FIGURE 105: PERCENT COVERAGE AREA FOR LOS, OBSAND ALL LOCATIONSWITH PER =
0.00424 AND ERP = 30 DBW. ..o eeeeeeeeeee e ees s eeesees s s esessesseseeesessesseseessesseseens 147
FIGURE 106: PERCENT COVERAGE AREA FOR LOS, OBSAND ALL LOCATIONSWITH BER
= 10° AND ERP = 40 DBW. ... eeee e e eeee s eee e s esees s s e esessees e eseseeseeeseeesesnennesnnns 148
FIGURE 107: PERCENT COVERAGE AREA FOR LOS, OBSAND ALL LOCATIONSWITH PER =
0.00424 AND ERP = 40 DBW. ..o eeeeeeeee e eeseeeeees s eeesees s s eseseesseseseseesesseseesseseeneens 149
FIGURE 108: CDF FOR LIED CENTER PARKING LOT ENTRANCE (A1) AND THE
THEORETICAL RICIAN CDF ..o eeeee s ees e seeessesseees e eseessesssssssssssesseessesssesseesessens 158

FIGURE 109: CDF FOR LIED CENTER SE PARKING LOT (A2) AND THE THEORETICAL
RICIAN CDF ... o e e e e e e e 159



FIGURE 110: CDF FOR LIED CENTER NW PARKING LOT (A3A) AND THE THEORETICAL

RICIAN CDF ... s e s 160
FIGURE 111: CDF FOR LIED CENTER NE PARKING LOT (A4) AND THE THEORETICAL
RICIAN CDF ... b e s s 161
FIGURE 112: CDF FOR SOCCER FIELD SPARKING LOT (A6) AND THE THEORETICAL
RICIAN CDF. ...ttt b bt n e 162
FIGURE 113: CDF FOR SOCCER FIELD N PARKING LOT (A7) AND THE THEORETICAL
RICIAN CDF. ...ttt b e s bttt 163
FIGURE 114: CDF FOR SE CORNER IOWA AND 21°" (A8) AND THE THEORETICAL RICIAN
L OSSOSO SPTTRRO 164
FIGURE 115: CDF FOR GEOLOGICAL SURVEY BUILDING (A9) AND THE THEORETICAL
RICIAN CDFo ... s s s 165
FIGURE 116: CDF FOR CONSTANT AVE. NEAR FIRE HYDRANT (A10) AND THE
THEORETICAL RICIAN CDF......ocoiiiiiiirii s 166
FIGURE 117: CDF FOR ELLSWORTH DORMITORY PARKING LOT (A11) AND THE
THEORETICAL RICIAN CDF ...ttt 167
FIGURE 118: CDF FOR MCCOLLUM DORMITORY PARKING LOT (A12) AND THE
THEORETICAL RICIAN CDF ..ottt 168
FIGURE 119: CDF FOR HASHINGER DORMITORY PARKING LOT (A13) AND THE
THEORETICAL RICIAN CDF ..ottt 169
FIGURE 120: CDF FOR INFORMATION BOOTH ON IOWA AND 15™ (A14) AND THE
THEORETICAL RICIAN CDF ...ttt ettt 170
FIGURE 121: CDF FOR MEADOWBROOK APARTMENTS (A15) AND THE THEORETICAL
RICIAN CDF ... s 171
FIGURE 122: CDF FOR CHURCH SOUTH OF SOCCER FIELD (A16A) AND THE THEORETICAL
RICIAN CDF ... b s 172
FIGURE 123: CDF FOR OLIVER DORMITORY CIRCLE (A17) AND THE THEORETICAL RICIAN
GO e e s 173
FIGURE 124: CDF FOR CATHOLIC CENTER PARKING LOT (A19) AND THE THEORETICAL
RICIAN CDF. ...ttt n et s n e et n et 174
FIGURE 125: CDF FOR KU FACILITIES: 15™ ST (A21) AND THE THEORETICAL RICIAN CDF.
........................................................................................................................................................... 175
FIGURE 126: CDF FOR DIRT ROAD WEST OF LIED CENTER (A22) AND THE THEORETICAL
RICIAN CDFo ... s e s 176

FIGURE 127: CDF FOR YOUNGBERG HALL (A23) AND THE THEORETICAL RICIAN CDF.. 177
FIGURE 128: CDF FOR ENDOWMENT CENTER PARKING LOT (A25) AND THE

THEORETICAL RICIAN CDF......ocoiiiiiiini s 178
FIGURE 129: CDF FOR STOUFFER PLACE NEAR 19™ AND IOWA (A28) AND THE
THEORETICAL RICIAN CDF ...t 179

FIGURE 130: CDF FOR STEWART AND 19™ (A30) AND THE THEORETICAL RICIAN CDF.. 180
FIGURE 131: CDF FOR RESEVOIR NEAR BRIDGE (A31) AND THE THEORETICAL RICIAN

L7 OSSOSO TSP 181
FIGURE 132: CDF FOR SW CORNER OF SOCCER FIELD (A32) AND THE THEORETICAL
RICIAN CDF. ...ttt ettt e n ettt 182
FIGURE 133: CDF FOR ANTENNA TOWER NW OF NICHOLSHALL (A33) AND THE
THEORETICAL RICIAN CDF.......coiiiiiiiiin s 183
FIGURE 134: CDF FOR NE CORNER 23°° AND IOWA (A35) AND THE THEORETICAL RICIAN
O b 184

FIGURE 135: CDF FOR KU SOFTBALL FIELD (A37) AND THE THEORETICAL RICIAN CDF.185



FIGURE 136: CDF FOR NW CORNER 15™ AND IOWA (A38) AND THE THEORETICAL RICIAN
OO e s 186

TABLE 1: MEAN SIGNAL LEVEL, K AND KOLMOGORQOV-SMIRNOFF STATISTIC FOR EACH
LOCATION . ..ottt e e e e e et e et et et e r et e e e e e e 41



X1V

ACKNOWLEDGMENTS

I would like to thank the many people whose advice, hard work and patience have helped
me to complete this investigation. My advisor, Dr. James Roberts, spent countless hours
directing and encouraging me and for that I am deeply indebted. I would like to thank the
other members of my committee, Dr. Joseph Evans and Dr. Glenn Prescott, for their help
and advice in all things academic and otherwise. Dan Depardo built the transmitter and
offered invaluable practical advice. Without Artur Leung, who spent too many hours on
the roof of Nichols Hall, I would have had to be in two places at the same time. The
many students involved in the University of Kansas Rapidly Deployable Network (RDRN)
have offered their support and asked the right questions when I needed them. The
encouragement and support I received from both my family and Donna's family will never
be forgotten. Finally, I would like to thank my wife Donna and beautiful new baby girl
Motganne. With them, all things are possible.



1 Introduction
1.1 Motivation

The investigation conducted in this thesis is part of a Defense Advanced Research Projects
Agency (DARPA) sponsored project at the University of Kansas called the Rapidly
Deployable Radio Network (RDRN). RDRN 1s expected to be the backbone of a
broadband wireless communication system initially intended for military use, but with
applications i the private sector such as use in disaster situations when the traditional
tethered communication system has become inoperable.

In order to determine the expected performance of the system, it is prudent to
characterize the radio channel at the frequency to be used for the carrier. One of the
carrier frequencies for this project is 5.8 GHz. This frequency is in a newly created band
and little experimental work has been done to determine the characteristics of the radio
channel at this frequency. Once the characteristics of the radio channel have been
determined, it is possible to compare the actual system performance with the predicted and

make intelligent choices about the whole system design.

1.2 Broadband Wireless

Wireless communication is hot. The best indicator of this is the millions of dollars
companies are spending on FCC licenses and research and development to provide
customers with better, more sophisticated products and services. One of the biggest
technological challenges in getting consumers to give up their wire-based systems and go

wireless 1s a question of quality. In order for wireless services to compete with their



traditional counterparts, it is essential for these services to be at the very least of
comparable quality.

The trend in recent years is the consumer’s demand for more and faster access to
information. This means the service provides need to be able to provide more and more
bandwidth. If wireless systems can offer comparable amount of bandwidth, they will be
able to compete successfully with wire-based systems. A number of wireless technologies
are emerging to satisfy the consumer’s quest for bandwidth, such as witeless local loops
(WLL) and wireless local area networks (WLAN).

WLLs are being developed as an alternative to traditional wired access to homes.
Since the Federal Communications Commission (FCC) has begun allowing long distance
carriers the right to offer access directly to the home, the WLL has gained in popularity as
a viable alternative to the expense of running wire to a person’s home. As anyone who has
ever waited patiently for an Internet web page to load can attest, however, faster is better.
The bandwidth over a wired line can be small anyway, but if the WLL cannot provide at
least that much bandwidth, it will not be able to compete successfully with traditional wire-

based systems.

WLAN:S are also being developed. Ethernet speeds of up to 10 Mbps need to be
matched by WLANSs if they are going to be successful. The applications for these WLANs
are for areas that do not have an existing reasonable infrastructure. Schools and hospitals

in rural areas that lack the network mnfrastructure or consist of buildings that do not allow



for easy installation of the wires necessaty to connect a local area network (LAN) can save

by installing a WLAN.

1.3  Choosing the Cartier Frequency

One of the first questions to be asked during any wireless communication system design
process 1s what will the carrier frequency be. The Federal Communications Commission
(FCC) 1s the government agency in the United States that sets the rules for all uses of the
radio spectrum. The FCC has broken the spectrum up into bands that are either licensed
or unlicensed. The licensed bands require an explicit license from the FCC before the
band can be used. These licenses can take years to acquire and often are very expensive.
This may be fine for commercial applications where the company buying the rights to that
band will be using the band for many years in the hope that at some point a profit can be
realized. This, however, is not suitable for research applications where the focus may be
on rapidly developing a prototype. By using the unlicensed bands, development can start
more quickly and be less expensive since the FCC does not need to issue a license. As
long as the rules are followed for the particular band of interest, the FCC does not need to
mtervene.

The amateur bands are ideal for research, since there are no output power
restrictions. There are several problems, however, with using these bands. When using
these bands, the transmitter must send an unencoded identification along with the data.
This allows others using the band to know what information is for them and what is not

for them. Although the user of one of these bands does not need to explicitly ask the FCC



for permission to use the band as with the licensed bands, the user must pass a test to
show familiarity with the rules governing that band. In addition, products are not as
readily available at these frequencies as they are at some of the other unlicensed bands.
This can make it difficult to deliver prototypes.

Another set of unlicensed bands are the Industrial, Scientific, and Medical (ISM)
bands. These three bands are at 915 MHz, 2.4 GHz, and 5.8 GHz. These are popular
frequencies and therefore, there are cheaper, more easily obtainable commercial products
and circuits available for research and development. These bands would be fine except for
the FCC rule that states that users of these bands must employ spread spectrum. For high
data rate applications, such as video, the chip rate necessary to provide a reasonable
processing gain can be very large. This high chip rate can also be a problem for
applications that require a great deal of digital signal processing (DSP), such as beam
forming. DSP processors, at this writing, are not fast enough to accomplish their tasks at
the high chips rates necessary for wideband transmissions. This makes the use of these
bands unsuitable for the development of wideband applications.

The FCC on January 9, 1997 created the Unlicensed National Information
Infrastructure (U-NII) band by expanding and dividing the 5.8 GHz ISM band into three
100 MHz bands [32]. The frequencies ranges are 5.15-5.25 GHz, 5.25-5.35 GHz, and
5.725-5.825 GHz. These bands were created to foster the development of a variety of
short range, high speed devices and digital products for use in the U.S. and in overseas

markets.



In order to facilitate the growth of new industries, the FCC decided to keep the
restrictions on this band to a minimum. The only major technical restriction 1is the
effective radiated power (ERP) limitation for each of the blocks of frequencies. At 5.15
GHz the maximum ERP 1s 200 mW,; at 5.25 GHz the maximum ERDP is 1 W; at 5.725
GHz the maximum ERP is 4 W. The FCC no longer requires the use of spread spectrum
at these frequencies, so it 1s easier to develop wideband applications that use DSP. The
high frequency also implies that smaller antennas are required for operation. This can be
useful for systems that require antenna arrays.

The major industry the FCC hopes to foster with the creation of this new band is
the wireless local area network (LAN) industry. The desire is to develop low cost wireless
LANSs for education and health care in rural areas whete access to the national information
infrastructure 1s limited. These frequencies are also comparable to those used in Europe
for their High Performance Local Area Networks (HIPERLAN), so the incentive is there

to develop products for possible export as well.

14  Characterizing the Channel

In any communication system, the goal is to provide the user with a certain level of
quality of service (QoS). One measure of QoS in digital communication systems 1s the bit
error rate (BER). To this end, it is important to know what the transmission medium
“looks” like 1n order to satisfy the requirement.

In wired systems, the witres that are used are characterized using different methods.

One method 1s to specify the amount of signal power loss over a certain length of wire.



This allows the system designer to predict the received power given the transmit power
and length of the wire. Then, by taking into account other parameters of the system, such
as the modulation technique employed, it is possible to predict what the BER will be. This
BER can then be used as the QoS statistic. What 1s nice about wired systems 1s that the
characteristics of the wire change little over time. This implies that the QoS will remain
relatively constant both over the short-term and over the long-term. This, however, is not
the case in wireless systems.

Wireless systems suffer from a number of propagation anomalies, such as
multipath dispersion, shadowing, diffraction and absorption. The receiver in a wireless
system tends to see multiple versions of the transmitted signal due to multipath of the
transmitted signal. These multipath waves reach the receiver with different time delays and
amplitudes. The received signal is then the vector sum of the multipath waves. If the
transmitter, receiver or anything in between moves, the phase relationship between the
multipath waves change forcing the resultant signal amplitude to change. The rapid
fluctuation in received signal power over short periods of time is called fading [1], [9].
Because the signal varies over time, the QoS also varies over time. One design approach
in a wireless channel is then to provide the user with an average QoS. It is therefore
important to understand the nature of the fading so that a system that satisfies the
requirements can be designed.

Another problem that wireless systems suffer from is shadowing [1], [9], [11]. In

wired systems, the signal loss over a specific distance is easily determined simply by



sending a signal with a known amplitude in one end and measuring the signal strength at
the other end. The path loss 1s the difference between the mnput power and the output
power. As long as the wire is well insulated, the placement of the wire should have no
bearing on the performance. The path loss in a wireless channel, however, 1s greatly
affected by the environment. The long-term average power at a specific distance can vary
greatly because the wireless channel is not necessarily uniform 1in all directions. There may
be buildings off in one direction, trees in another and an open field in a third. This
variation in average received signal strength at different locations equidistant from the
transmitter is called shadowing. It is because the average signal levels can be very
different that it is also important to understand the nature of these long-term variations as
well as the short-term variations caused by fading.

1.5 BERvs PER

Wireless asynchronous transfer mode (WATM) is an emerging wireless technology that is
expected to provide end-to-end ATM connectivity and quality of service (QoS) over a
wireless link [34]. In ATM, the basic unit of data transmission is a packet of 424 bits. The
QoS statistics are then based on these packets rather than on the individual bits. For these
systems and others that are based on packets of data, a more useful statistic is the packet
error rate (PER).

1.6 Line-of-Sight, Obstructed and All Locations Cases

The analysis done for this investigation was duplicated for three sets of locations, line-of-
sight (LOS), obstructed (OBS) and all locations taken together (ALL). The LOS locations

were those places where there was a visual direct path between the transmitter and the



receiver. The rest were considered OBS. The reason the locations were divided into these
two groups was that it was observed that both the average path loss and fading were vastly

different for the two cases. The ALL case was then analyzed for completeness.

17  Otganization of the Thesis

Chapter 2 presents the theoretical basis for the models used to describe the various
parameters associated with a wireless channel. Chapter 3 is a description of the
measurement system and experimental procedure used in the investigation. The results are

then presented in Chapter 5 and the conclusions are given in Chapter 6.



2 Background

As mentioned previously, BER and PER are popular QoS statistics. These quantities can
be readily equated to voice and picture quality in digital audio or video transmissions. If
the wireless communication link were for a system where the transmitter and receiver
locations are fixed, the system designer could build the system to meet the specified
average BER or PER. If, however, the transmission is broadcast or the location of the
recetver is unknown, another QoS statistic can be used, the percent coverage area. This is
a measure of how much of a given area at any one time meets the BER or PER
requirement.

Normally the percent coverage area is calculated by assuming the entire cell suffers
from the worst type of fading, Rayleigh fading [19], [35], [36]. The goal of this thesis is to
use information obtained about the channel to devise a more accurate process for
determining the percent coverage area. In order to do this, certain parameters of the
wireless channel must be modeled. The Rician probability density function (pdf) will be
shown an excellent model for the fading at a particular location. The Rician pdf is
completely described by the Rician parameter, K, which will differ from location to
location within an area. The distribution of the K values over an area will be shown
Gaussian if K is represented in dB. Other investigations have been conducted [11] that
show that K may be log-normal, but no theoretical reason has been postulated and no use
has been found for the model. This investigation will explore both problems. The

recetved power has been shown time and again to be Gaussian if the power is represented
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in dB. By using this information about the channel, a more accurate process for

determining the percent coverage area is obtained.

2.1 Packet Radio

Communication systems that packetize data operate slightly differently than
systems that send a continuous stream of bits. In packet radio, a packet of N bits is
considered as a single entity. If an error occurs in any one bit in a packet, the entire packet
is considered to be in error. It will be shown that in a slow fading channel, the
performance of packet radio is better than a system that sends a continuous stream of bits.

In discussing QoS for a wireless communication system, the bit etror rate (BER) is
a commonly used statistic. It is also possible to develop a similar statistic based on the
packet error rate (PER). The assumptions are that the fading is slow compared to the
packet length and therefore slow compared to the bit period and the decision made on
each individual bit is independent of any other decision on any other bit. Since a packet is
considered to be in error if at least one bit in the packet is in error, we want to find the
average rate at which packets contain at least one bit error. To begin it is necessary to find

the probability that at least one bit error occurs in a packet.

Prob(at least one bit error) = 1 — Prob(all N bits are correct) 1)

Since the assumption was made that the bit decisions are independent, (1) becomes

Prob(at least one bit error) = 1 — Prob(bit 1 is correct) x Prob(bit 2 1s correct) x ...
Prob(bit N is correct) = 1 — Prob(correct bit)™ @)
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The probability that a correct bit decision is made depends on the modulation technique
used and the E,/N_. The BER is then represented as E(y ), where E is the function that
defines the BER for a patticular modulation technique and )is the E,/N,. The

probability that a correct bit decision 1s made can then be written as
Prob(correct bit) = 1-E() ) 3)
Using equation (3), equation (2) can then be written as
Prob(at least onebit error) = E (N) =1~ [1- E(y)|" @

The assumption of slow fading then allows the formulation of an expression for

the average packet error rate, Ep (N )

E,(N)= jli{l— -0 o )y )

where, p() ) is the pdf of the fading [33].

Since the BER or PER is usually specified as a QoS requirement of the system, the
quantity to be solved for is the required average E, /N, } , necessaty to maintain the
specified level of QoS. To compare the BER and PER approaches, use equation (4) to

find the equivalent PER, E (N), for a specified BER, E(} ). For example, if the packet
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size is assumed to be 424 bits (one ATM cell), and the required BER is specified as 107,

then the equivalent PER will be 0.00423 as shown in equation (6).
E, (N = 424)=1-[1-10"|** = 0.00423 ©

This result becomes the left-hand side of equation (5). The final step is to use equation (5)
to determine the required ) that produces the equivalent Ep for the specified BER.

Figure 1 is an example of the advantage that can be gained by packetizing data in a
fading channel. In this example, the fading is assumed to be slow, flat Rayleigh fading. It
can be seen that the requited Eb/No to sustain an average BER is 14 dB less if the packet

size is 424 bits (ATM cell).
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Figure 1: Average BER and non-fading average PER equivalent
as a function of Eb/No for continuous data and packets of 424
bits in slow, flat Rayleigh fading.

This can be explained by understanding the nature of the errors that occur in a
fading channel. The errors in a fading channel tend to occur during deep fades in signal
strength whereas errors in a non-fading channel tend to occur at random intervals. In a
non-fading channel, the equivalent PER for a specified BER can be found using equation
(4). To maintain this same PER in a fading channel, the actual number of bit errors can

increase without decreasing the PER because the bit errors occur in bursts during the deep
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fades. Since more bit errors can occur without a decrease in performance, less E, /N, is
required to maintain the link with the desired fidelity.

2.2  Determination of Fading

Fading is a phenomenon caused by short-term changes in the channel that affect the
recetved signal at a particular location. If the instantaneous signal amplitudes can be
recorded, the severity of the fading can be determined and other statistics such as BER and
packet error rates (PER) can be calculated for that location.

To determine the type of fading at a specific location, instantaneous signal
amplitudes must be recorded and a cumulative distribution function (CDF) constructed
from that data. This CDF is then compared to a theoretical CDF. The theoretical CDF
used in this investigation is the Rician fading distribution for reasons that will be explained
shortly. The Kolmogorov-Smirnov goodness-of-fit test 1s then used to determine how well
the experimental data matched the theoretical Rician model. The Kolmogorov-Smirnov
goodness-of-fit test is a statistical hypothesis testing technique that compares the CDF of
experimental data to a theoretical CDF. It is based on the maximum separation of the two
CDFs and the square root of the number of data points. It is relatively simple to
implement and offers comparable reliability to other test statistics when the theoretical

CDF 1s completely specified. For more information on the use of this statistic see [2], [5].
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2.2.1  Rician Probability Density Function

It has been shown in many cases [26], [29], [30], that the local received signal level

resembles a Rayleigh distribution. The Rayleigh distribution is written as,

r r?
f(r)=—ex for 0<r<ow
(r) o? p%ZJZE
0 for r<0

where, ©
r =received signal amplitude

o? =varianceof thereceived signal amplitude

Clarke [17] has shown the reason for the Rayleigh distribution by considering the electric

and magnetic field components of the signal. These components can be represented by,

H, === 5 sin(a, ) expli@,)

E N
H, =—Y cosla, )lexplje@,
= 2. coslar )rexn(ja)

where,

E, = real amplitudeof the N waves

n = intrinsic impedance of free space (8)
time variation is of the form exp(jct)

a, =angleof arrival

@, = phaseof arrival

a, and @, areindependent

@, isuniformly distributed between 0 and 277
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As long as N is sufficiently large, the real and imaginary components of each of the three
fields are approximately Gaussian with zero mean and equal variance. This 1s a
consequence of the Central Limit Theorem. This implies that the envelope of the three
components and therefore the envelope of the signal at the receiver will be Rayleigh

distributed. Gans [23] used power spectral densities to reach the same conclusion.

Rice [12] showed that if a dominant signal is present, the distribution becomes the

one that bears his name, the Rician distribution.

f(r) :#ap%MEO%Q for A20,r=0

20°
0 for r<o0
where, ©)
r =receivedsignal amplitude
A = peak amplitudeof thedominant signal
o? =varianceof thereceived signal amplitude

The Rician distribution can also be expressed in terms of the Rician parameter, K, which 1s

defined as the ratio of the power in the specular component of the signal to the random

component, A” / 207 , and the average E, /N, which is written as J .

=1 K ) R w
y y y

The equation in (10) can then be normalized as in (11), where A =)/} .
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For K equal to zero, the distribution reduces to the Rayleigh distribution. The Rician
distribution has been shown an accurate description of the fading in many cases [24], [27],
[28]. The results of this investigation will also show that the Rician distribution is an

excellent theoretical model for the measured channel fading in this set of experiments.

2.3 Distribution of the Specular-to-Random Ratio, K

For a specific transmitter-receiver separation, it has been well documented that the long-
term average receive powers are distributed log-normally [6], [21], [22], [25], [31]. By
examining two extreme cases and making reasonable assumptions about the specular and
random components of the received signal, it 1s possible to postulate a similar distribution
for the specular-to-random ratio, K. The Rician probability density function (pdf) is

completely defined by K, which is the ratio of the specular signal power to the power in
the random component, A? / 207 . Finding the distributions of the specular signal power

and the power in the random component should then lead to a distribution for K.

For the first case, imagine a specific transmitter-receiver separation such that the
perimeter of the circle traced out by this radius is such that the surrounding environment 1s
relatively free of clutter, such as an open field. This means that K >> 1 for every point

around the circle. For large K, the average receive power, P, at a particular location is

avgd

approximately A’, where A is the peak amplitude of the dominant signal. Since P, is

known to be log-normal, then A® must also be log-normal.
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The second case is the opposite scenario. Imagine a transmitter-receiver
separation such that the environment surrounding the perimeter of that circle 1s changing
rapidly, such as in an urban area. This means that K << 1 for every point around the

circle, so the signal level distribution at each point is approximately Rayleigh. P, for a

2

Rayleigh distributed signal 1s . Again, it is known that P is log-normal, so in this

case, 0% must be log-normal.

The two cases demonstrate that A% and 07 should both be log-normal, but no
assumption has been made about the independence of these two quantities. A’ is the

deterministic signal power and depends on the dominant path from the transmitter to the

teceiver. 02, howevet, depends on the variability of the channel. Since these two

quantities depend on different processes, it can be assumed that the two are independent.

K is defined as A / 207 . We have previously postulated that A* and 0% should
be independent and log-normal. This means that K(dB) is the difference of two normal
random variables. The difference of two normal random variables is itself normally
distributed, so K must be log-normal. For a proof that the distribution of the difference of

two independent Gaussian random variables is itself Gaussian, see Appendix L.

To determine if the distribution of K is log-normal, the Cramer-von Mises
goodness of fit test will be used. This technique is a more powerful technique than the
Kolmogorov-Smirnov technique to use when the test is for normality and the average

value and standard deviation must be estimated from the data [5].
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This log-normal K result is shown true experimentally in the results section.
Others have conducted experimental tests that have shown the variation in K over an area
1s “near-normal”[11], but the results were distegarded because the variation was deemed
too large and therefore considered of little practical use. It will be shown in this thesis that
the information concerning the log-normal nature of K can be used with benefit when
determining the percent coverage area.

24 Determination of Receive Power Distribution

In determining a good theoretical model for the distribution of the average receive power,
the Central Limit Theorem plays an important role. In general, the theorem states that the
sum of independent random variables has a distribution that is approximately Gaussian
and converges to a Gaussian distribution as the number of independent random variables
approaches infinity [16]. In a wireless channel, the received signal is the result of the
transmitted signal passing through, reflecting off and scattering from objects that lie
between the transmitter and the receiver. Each of these processes attenuates the signal
somewhat, so the final received amplitude is the product of many transmission factors.
Since the received signal is a product of these factors, taking the logarithm of the received
signal implies that it is the sum of the logarithm of many terms. The Central Limit
Theorem then states that if these terms are independent with finite variances, the recetved
signal in dB should have a distribution that is Gaussian. This has been shown in many

cases [6], [20], [21], [22], [25], [31]. 'The Cramer-von Mises goodness of fit test will again
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be used as the test for normality. The results of this investigation will also show the

recetved power to be Gaussian when it 1s represented in dB.

24.1  Power Law and Determination of the Path 1oss Exponent

To account for the distance dependence of the received signal power, two models will be
discussed, the power law model and the two-ray model. The power law model defines the
average receive power as a linear function of the logarithm of the distance. The two-ray
model assumes that the signal that reaches the receiver 1s a combination of two versions of
the transmitted signal arriving at the recetver over different paths.

The amount of decrease in signal strength over distance is called the path loss, 1.

In general, the path loss can be calculated as,

I, :B@H (12)
[ c[

where,
r = Transmitter-receiver separation in meters
t = Carrier frequency in Hz

¢ = Speed of light in metets/second
n = Path loss exponent

Normally, the path loss 1s expressed in dB as,

L, =n00 EﬂoglO[B‘?[H (13)
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It can be seen that the path loss in dB is a linear function of the path loss exponent. In
free space, the path loss exponent is 2. In some cases, however, the actual path loss
exponent can be less and sometimes as high as 4. In this investigation, the measured value
of the path loss exponent for the LOS locations was 2.232, and was 3.8101 for the OBS
locations. As an example, for a transmitter-receiver separation of 1 km and a frequency of
5.8 GHz, the path loss for the LOS locations 1s 120.2 dB whereas the path loss for the
OBS locations 1s 204.7 dB. This example shows that an accurate determination of the path
loss exponent is essential in determining the amount of power necessary to close the link at
a certain distance.

The path loss exponent can be determined for an area by using the data collected for
determining fading. The mean signal amplitude is found for each location by simply
averaging the data collected for fading. These amplitudes can then be plotted as a function
of the logarithm of the distance from the transmitter. Since the assumption can be made
that the shadowing has a normal distribution 1n dB (log-normal), linear regression can be
used to determine the best line, in a minimum mean square error sense, through the data.
The slope of that line 1s the path loss exponent.

24.2  Two-Ray Model

The two-ray model is another model used to describe path loss. The basic geometry is
shown in Figure 2 where the received signal is a combination of a direct line-of-sight

LOS) component and a component reflected off the ground.
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hz
1 R F2

Figure 2: Two-Ray Model Geometry.

The recetved signal is the sum of the signal that travels along R plus the signal that travels
along R1 through R2. The difference in the lengths each signal has to travel causes a phase
difference between the two. These phases can either add constructively or destructively
thus increasing or decreasing the received signal strength. This model 1s normally used as
an introduction to multipath since it is consists of two paths and is a tractable problem.
The results of this investigation will show, however, that this model 1s a better model for
LOS paths than using the standard power law model where the average receive power falls

off only as a function of distance.

2.5 Determination of Percent Coverage Area

Before beginning the development of the percent coverage area formula, two quantities
must first be determined. It is necessaty to determine the received signal power required

to allow the transmission to be recetved with the desired fidelity. This 1s called closing the
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link. The required received signal power will be determined by using an equation that
balances the carrier-to-noise ratio that is available with the cartier-to-noise ratio that is
required. The second quantity to be determined is the correlation coefficient between the
Rician parameter, K, and the received signal power. It will be seen that the required
recetved signal power is a function of K and that K and the actual received signal power

are correlated.

2.5.1  Link Equation

The basic link equation used to determine a wireless communication system's ability to

deliver a certain level of quality of service is [33]

E
N—b+Rd+M =ERP-L,-k+G, —-T, (14)

(o]

where,

= Required bit energy to noise ratio in dB to maintain a specified BER (PER)

pd ‘Urn

(o]

R, = Data rate in dB

M = Link margin in dB

ERP = Effective radiated power (transmit power in dB + antenna gain in dB)
L, = Path loss in dB

k = Boltzman's constant in dB

G, = Recelve antenna gain in dB

T, = Receive system temperature in dB.

The left-hand side of the equation is the carrier to noise ratio required and the right-hand

side 1s the carrier to noise ratio that is available.
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E
The Rician parameter, K, sets the N—b requirement. The link equation can then be
(o]

manipulated to determine any of the components given any of the others. The ERP
required to close the link for average path loss and K values over distance can be
determined or given all of the system parameters, the link margin can be determined. In
this investigation, (14) will be used to determine the required receive power for the percent
coverage area calculations.

2.5.2  Correlation between K and the Receive Power

The next section discusses the development of a percent coverage area equation. The first
step in the development of the equation is the formation of the joint pdf of K and the
recetve power. We have previously determined that both K and the receive power are log-
normally distributed. If these two random variables are independent, their joint pdf is
simply the product of each of their marginal pdfs. If these two random variables are
correlated, their joint pdf is a bivariate Gaussian with a finite correlation coefficient, 0.

By comparing the definitions of K and the receive power, it becomes clear that a
cotrelation between these two random variables should exist. K is defined as the ratio of
the specular component of the power to the random component. The received power is

the sum of these two components.

P
K= e ; Preceive = Pspec + Prand (15)
I:)rand
1
P =P _([1+K)=P el 16
receive rand( + ) spec[B'-I_ K[H ( )
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This relationship in (15) shows that there should be a correlation between K and the
recetve power since they are functions of the same two quantities. This will be shown true

experimentally in the results section.

2.6  Development of Percent Coverage Area Formula

For cellular systems, the percent coverage area 1s normally determined assuming Rayleigh
fading over the entire cell [19], [35], [36]. During this investigation, knowledge will be
gained concerning the fading characteristics of the region. The idea is to then use this
knowledge to gain a more accurate account of the percentage of the region for which the
link closes with the desired fidelity. As will be seen in the results, a significant difference
exists between assuming Rayleigh fading as opposed to using the experimental results.

The first step in developing the equation for percent coverage area is determining
the joint probability density function between the Rician parameter, K, and the receive
power, Pr. Since both K and Pr are log-normal and correlated, the joint pdf is a bivariate
Gaussian of the form,

o (PrK) = ! 0

210 .0, +J1- p?
H -1 Hpr-u, +HK-uK§_HZp(Pr-/JPrXK-/JK)
expgz(l_pz) Eﬂ% Op é H Ok H Op0kg

where,

a7

P = Correlation coefficient between K and Pr
Op, =Standard deviation of the receive power

0« =Standard deviation of the Rician parameter
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Mp, =Mean receive power at a particular distance

My =Mean Rician parameter at a particular distance.

The probability that the link closes at a specific distance, r;, can then be found by
integrating the joint pdf over K and the receive power, Pr . The integration should be
done over all values of K and from Pr,, to infinity where Pr,, is a function of K. Pr, is

cq

found by manipulating the link equation stated in (14) to the form,

ERP—LS=%+Rd+M +k-G, +T, (18)

0

E
The left-hand side of equation (18) is now the required receive power, Pr, —P s

req® N
(o]

determined by K and the requited BER, so Pr, is a function of K. The probability that

the link will close at a certain distance is then given as,

P[closelink |, = J’ }fw (Pr,K)d PrdK (19)

—00  Prieg(K)
Examples of the joint pdfs are shown in Figures 3 and 4 for the measured data with the
determined positive correlation and Figures 5 and 6 for no correlation (independent
Gaussian random variables). The first of each pair is the joint pdf at a distance of 100m
and the second is at a distance of 400m. It can be seen that as the distance increases, less

of the volume under the pdf is above the required received signal threshold. This should
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be expected since the required received signal level is fixed and the average received power
decreases with distance. It will also be seen that the average K value will decrease with

distance.

Breanaia Gaussan POF - rho = 084347

RAacaiva Power (dB) i -is -0 =5

Figure 3: Bivatiate Gaussian probability density function using
the average K and average received powers determined
experimentally for a transmitter-receiver separation of 100m.
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Breanaia Gaussan POF - rho = 084347

Recaiva Powsr (dB) e gy -0 = P

Figure 4: Bivariate Gaussian probability density function using
the average K and average received powers determined
experimentally for a transmitter-receiver separation of 400m.
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Figure 5: Bivariate Gaussian probability density function for
independent K and receive power at a transmitter-receiver
separation of 100m.
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Figure 6: Bivariate Gaussian probability density function for
independent K and receive power at a transmitter-receiver
separation of 400m.

A closed form solution of the double integral in (19) was not found, so the answer was
found numerically. To do this, the infinite limits must be approximated. It was decided to
evaluate the integrals within 30 of the means of both K and Pr. Since both random
variables are log-normal, the new limits will cover approximately 99.7% of the area. The

new integral then looks like,
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Hy +30y Up +30p,
P[closelink]erI [ fouk (Pr.K) d Pra (20)

Hy =30k Prreq(K)

The definition of the definite integral is [13],
b n
-!f(x)dlei%; f(c)Ax 21)

Using the definition in (21),

n Hp+30p
P[closelink],jDAllirpolz [f(Pr.K=k)dPraK 22)

= Prieg(ki)

where,

k, = p =30
kn: uK +?0K
AK =k —k

Then for a reasonably small AK, determined by expetimentation,

n  He+30p
P[closelink]r,DAKz [ fPrK=k)dPr (23)
J 1=1 Prreq(Ki)
The probability that the link closes for a specific distance is approximated by (23), so the

next step is to determine for what fraction of a circular area with radius R will the link

close. This is done by integrating equation (23) over the entire area.
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2nR

J’IP[cIos;eIink]r rdr d@
00

Fractional Coverage = =

(24

The probability that the link closes does not depend on 6, so that can be integrated out.

21T

Fractional Coverage = =

R
J’P[closelink]r rdr
0

Now use the definition for a definite integral (21),
. 2 . & :
Fractional Coverage=—lim } P[closelink] Dl(r. + r._l)D r
R2 ar-0 = i & ! !

where,
£,= 0

Ar=1—r1_,

Approximate the integral,
Fractional Coverage Diz 3 Plcloselink], \r; +r Ay =1
R
]:

Then,

2 _ .2
(rj ri-l)

R2

Percent Coverage (1100 DZ Plcloselink],
&

(25)

(26)

27)

(28)
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3 Description of Measurement System and Experimental Procedure

3.1 Equipment

The measurement system consists of a Toshiba Tecra 700 laptop computer running
Windows 95, a Hewlett-Packard HP8593E  spectrum analyzer and a Noteworthy
NWGPS01 Type II PC card Global Positioning Satellite (GPS) receiver. The laptop is
used to control both the spectrum analyzer and GPS recetver. Received signal amplitudes
are recorded on the laptop and each data point is time and location stamped using

information provided by the GPS receiver.

3.2 Operation
The spectrum analyzer is connected to the laptop through a Type II PC card GP-IB

interface. The GPS recetver is also connected to the laptop through a Type II PC card.
For a full description of the operation of the measurement system used in this

investigation, see Appendix N.

3.3 System Verification

The measurement system was verified using a channel simulator developed by the
University of Kansas and a handheld Global Positioning Satellite (GPS) recetver. The
channel simulator takes as its input fading statistics, so that when a signal is mput, the
output is an appropriately faded version of the input. The GPS portion of the system was
verified by comparing the average location obtained using the GPS receiver with the

average location obtained using the measurement system.
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The signal power recording portion of the system was verified by using a 450 MHz
tone as the input signal to the channel simulator with Rician K values of 0, 3, and 6 dB.
The output of the channel simulator was connected to a spectrum analyzer and the signal
powers were recorded using the measurement system. The results for each case were K =
0 dB, 2.55 dB and 6 dB, respectively.

3.4 Determination of Locations

It is important in any type of sampling study to obtain a random population. The same is
true here. If the locations are more line-of-sight (LOS) than obstructed (OBS), it is
possible that the path loss exponent obtained will be too optimistic. On the other hand, if
the opposite 1s true, the path loss results could be such that the amount of power required
is in excess of what is really needed. Given this, the first step is to determine which
locations will be used in the experiment. Figure 7 is a map of the University of Kansas
West Campus. The transmitter was located on the roof of Nichols Hall and the circled
areas were the locations that the receiver was placed and data collected.

The decision was made to do the analysis in the following sections for line-of-sight
(LOS) locations only, obstructed (OBS) path locations only and all (ALL) of the locations
taken together. It will be seen that the receive power and K distributions are significantly
different for the LOS and OBS locations. The definition used for the LLOS locations was
that a direct path could be seen between the transmitter and receiver. All of the other
locations were considered OBS. The case where all locations are taken together has been

included for completeness. Once the data for the particular locations have been collected,
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it is possible to determine the fading for those locations, the path loss exponent for the

area and the percent coverage area using the Matlab*™ programs found in the appendix.
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Figure 7: Locations used in the investigation.
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3.5 Determination of Fading

The severity of the fading of the received signal at a particular location was determined
using the program sainfo20.7 found in Appendix C. This program constructs a CDF of
the collected data and compares it to a theoretical Rician CDF. The input file name was
the raw data and the value of K was estimated. The output is a graph of the experimental
CDF and the theoretical Rician CDF with the estimated K value. The K-S statistic that
appears i1s a numerical representation of how well the estimated CDF matches the
experimental CDF. A K-S statistic of less than 1.518 represents a significance level less
than 0.01 [5]. The mean signal level is also calculated and displayed. This value was

recorded and used in the calculation of the path loss exponent.

3.6 Determination of Path Loss Exponent

Once the fading of all of the locations has been determined, the path loss exponent for the
area can be calculated. In the Matlab™ file Zinregrm, found in Appendix D, the distances
and the mean signal levels for each location were placed in the appropriate vectors. The
program calculates the best line (in a mean square error sense) through the data points.
The output of the program is the slope of the line (path loss exponent), standard deviation
and confidence interval given a particular confidence level. The path loss exponent and
standard deviation can then be used to find a percent coverage area given a minimum

required signal level.
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3.7 Determination of Average K vs. Distance

Since the pdf of K is postulated to be log-normal, a similar analysis can be done for the
average K over distance. The program /Znregn in Appendix D was used again, only this
time the collected K values in dB instead of the mean signal levels were used. The output

is the slope of the best line through the data and the standard deviation from that line.

This information was used in the determination of the percent coverage area.

3.8 Test for Normality

The use of linear regression for determining the path loss and average K over distance is
only valid if the distribution at every distance is normal. To test for normality, the
program cmdjff.m, found in Appendix J, was used. The output of the program is a graph
of the CDF for the shadowing or K along with the mean and standard deviation. The
Cramer-von Mises test was used and if the test statistic is below 0.178, the distribution is

normal with 0.01 significance.

3.9 Closing the Link for Average K and Average Path Loss
To determine the ERP needed to close the link with a specified fidelity, the average K and

recetved power were determined experimentally over distance and the system parameters
were set for the RDRN specifications. The program to determine the effective radiated
power (ERP) 1is closelink.mz and can be found in Appendix G. It is necessaty to set the
equations for both the average K and average path loss. This was done by using the

information gained from running /Jnreg.n for K and the path loss. The rest of the variables
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in the program are the system parameters and needed to be set according to the specific
system requirements.

The output of the program is a graph that shows the transmit power necessary to
close the link as a function of distance for the given system parameters and requirements.
It is important to note that the results of this program will merely give an average required
transmit power. Due to the log-normal shadowing and K distributions, to close the link at
a specific location, the actual values of K and path loss must be used to determine the
necessary transmit power.

3.10 Determination of Correlation Coefficient, g

It was noted 1n the background section that there is expected to be a correlation between
the recetved power and K. To determine the strength and direction of this correlation the
program allcor.z found in Appendix H was used. The elements of the first column of the
matrix are the K values in dB for each location. The elements of the second column are
the corresponding deviations from the mean path loss in dB determined using /Znreg.. In
this investigation, shadowing is defined as the difference between the actual path loss
recorded at a distance and the average path loss expected at that distance. The output of

the program 1s a scatter diagram of K vs. shadowing with the correlation coefficient, 0.

The results of this program were then used to determine the percent coverage area.

3.11 Determination of Percent Coverage Area

The percent coverage area is found by determining the average received power and average

K over distance. The probability that the link closes for each distance is then determined
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by using numerical integration over the specified limits. Each probability is then weighted
according to the fraction of the entire area that the annulus defined by the current distance
and the previous distance covers to determine the percent coverage area.

The program used to calculate the percent coverage area 1s called corg _corrlA.m and
can be found in Appendix I. The variables that need to be set are commented in the code.
The distances used for the variable r were such that the difference between two successive
values is no more than 10 meters. It was found that for differences less than 10 meters,
the resulting increase in accuracy was negligible. The appropriate values for the K and

path loss vectors were obtained from the results of the linear regression analysis done on

the two quantities. The required N—b values were determined for values of K and

(o]
specified BER and PER. Tables of these values were obtained by loading either

ebno_BER.mat for bit error rate or ebno_PER.mat for packet error rate. These are tables of

E
N—b requirements generated by first running the programs in Appendix E and Appendix

(o]
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4  Results

4.1 Determination of Fading and Average Receive Power

The recetved power data for each location was analyzed to determine the Rician parameter,
K, and the average recetve power. The CDFs used to determine these quantities can be
found in Appendix A. Table 1 is a listing of the results found for each location. A K-S
statistic of less than 1.518 represents a significance level less than 0.01 [5]. All of the
locations investigated yielded a K-S statistic much less than 1.518. This shows that the

Rician distribution 1s an excellent theoretical model for fading in this set of experiments.

Location Mean Signal Level (dB) K (dB) K-S Statistic
al -94.51 3.5 0.5656
a2 -96.99 4.4 0.3943
a3a -77.15 18.7 0.9442
a4 -99.5 3.7 0.5919
a6 -98.51 10 0.622
a7 -103.2 5 0.4159
a8 -110.9 -2 0.7583
a9 -88.11 6.9 0.4844
alo -70.53 13.6 0.5338
all -98.09 6.5 0.3823
al2 -103.4 -1 0.5011
al3 -93.61 11.8 0.5215
ald -99.63 6 0.3109
als -109.2 -1 0.8597
aléa -83.35 13.5 0.7303
al? -122.3 1 0.6884
al9 -117.6 -0.6164 0.6092
a2l -125.6 -2 0.7174
a22 -100.1 5 0.723
a23 -74.28 10.94 0.4209
a25 -68.19 12.91 0.5594
a28 -112.3 1.7 0.8081
a30 -121.1 -9 0.6998
a3l -100.9 0.7 0.7712
a32 -90.85 13 0.5068
a33 -95.72 4 0.6219
a3s -93.26 6.808 0.3612
a37 -125.7 3.77 0.3582
a38 -109.2 -0.6435 0.568

Table 1: Mean signal level, K and Kolmogorov-Smirnoff
statistic for each location.
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4.2 Distribution of K
Figures 8-10 show the average value of K over distance for line-of-sight (LOS), obstructed

(OBS) and all locations taken together (ALL). Linear regression was used to determine the
best fit line for each case. These figures show a major difference between the LOS and
OBS cases. While K is relatively constant (approximately 10.5 dB) over the distance
investigated for the LOS case, the K for the OBS case quickly deteriorates towards the
Rayleigh value. Figure 11 is the result of the Cramer-von Mises test to determine if the
deviation of K from a distance dependent mean 1s log-normal for the case of all locations.
A C-vM statistic of less than 0.178 implies the distribution is normal with 0.01 significance
[5]. Figure 11 shows the C-vM statistic to be 0.0477, which mmplies that a log-normal
distribution is an excellent theoretical model for the distribution of K.

The log-normal distribution of K values is a significant discovery.  Since the
distribution of K can be modeled as a log-normal random variable, the effects of K on the
performance of a wireless communication system can be handled mathematically. This
more accurate model of the channel can be used to make intelligent decisions about the

system design and more accurately determine the expected system performance.
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4.3 Distribution of Path Loss
Figures 12-14 show the average path loss over distance for line-of-sight (LOS), obstructed

(OBS) and all locations taken together (ALL). Linear regression was used to determine the
best fit line for each case. Again, it is clear that the separation of the locations into LOS
and OBS cases shows a marked difference in the path loss exponent between the two.
The path loss exponent found for the LOS case was 2.232 and for the OBS case the path
loss exponent was found to be 3.8108. Figure 15 1s the result of the Cramer-von Mises
test to determine if the deviation (shadowing) from a distance dependent mean is log-
normal. The C-vM statistic was found to be 0.0493, which 1s significantly less than the
0.178 value used for 0.01 significance [5]. This confirms that the log-normal distribution is

an excellent model for the shadowing distribution in this set of experiments.
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Darlamminadon of Path Loss Exponant (LCE)
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Figure 12: Path loss exponent determination for LOS locations.
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Datammination of Path Loss Exponent [DBS)
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Figure 13: Path loss exponent determination for OBS locations.
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Figure 14: Path loss exponent determination for ALL locations.
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4.4 Two-ray model

Figures 16-17 show both the power law and two-ray models with the collected data for the
LOS case. Since the measurements were taken in a suburban environment, reasonable
values for the characteristics of the ground were used. The relative permitivity of the
ground was assumed to be 10 and the conductance of the ground was assumed to be 0.005
S/m. What is important to note from these results is the two-ray model fits the collected
data for the LOS locations better than the standard power law model for an average
recetve antenna height of 2 meters as seen in Figure 16. While interesting, the problem is
that the results for the two-ray model are sensitive to the antenna heights. Figure 17 is the
same comparison with a recetve antenna height of 1 meter. It can be seen that the two-ray
model does not fit the data as well as the power law model in this case. Since the two-ray
model result is so sensitive to antenna heights, it is recommended that the power law
model be used when an area is being characterized. If the heights of the antennas are
known precisely and the link is point-to-point, the two-ray model appears to be a good
model for LOS locations. Figures 18 and 19 show the two-ray model and power law
compatison for the OBS and ALL cases. The results for these two cases suggest that the

power law model is the better model for the path loss.
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Figure 16: Two-ray and power law radio propagation model
comparison for LOS locations for 2m receive antenna height.



Risceiwe passer |dBm)|

54

Compnrisen of Rndia Propagirtien Modes 005

- -
Froquency = 5.8 GHz E‘E"ﬁ:;l H;;I‘i - 22
-E2 - Varticnl palesauticn
Thgmal2=rg) - W0.E28d4 OB
-me“: L “ Sigmalpawer lw) o 30272 dB
WAL
* W o
1/ JI||I |'"-.\,'-_ e,
-85 '.J"l ".II*--,.t I
\ |Ill '.llul -."I.“'l:-/\._'__\__\-‘-\ -
L | ! "'--_x_H
o8- Ly N T ]
W , f’f I
+ Y I." i
¥
=108 - \
!
hl
=118 -
Tmremit antenng height = Z5m
=128 - Auprage moriva amienes keigst « 1m e
Sutsrbis greund : E » 10, sig=n = 0008 Shs
-138 i
1
1

Chstance {km|

Figure 17: Two-ray and power law radio propagation model
comparison for LOS locations for 1m receive antenna height.
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Figure 18: Two-ray and power law radio propagation model
comparison for OBS locations.
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Figure 19: Two-ray and power law radio propagation model
comparison for ALL locations.
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4.5 Correlation between K and Shadowing

Figures 20-22 are the scatter diagrams for K and shadowing for each case. These also
show the correlation coefficient. The correlation coefficient found for the LOS case, -
0.88327 implies that there 1s a strong correlation between the two random variables. The
correlation coefficient for the OBS case, -0.6622, is less than that for the LOS case, but it
1s still a moderate correlation. These results will be used during the determination of the
percent coverage area. These results are expected due to the reliance of both K and the
recetved power’s dependence on the same two quantities. The received power is the sum
of the power in the specular and random component while K is the ratio of the power in

the specular component to the power in the random component.
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Figure 20: Determination of the correlation coefficient between K and
shadowing for LOS locations.




15

59

Datarminaion of Comelation - DBS

10~

shadowing B abain maan)

-0~

-18-

rhe = -0.BE22 _—

=18

K (o)
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4.6 Closing the Link Example

Figure 23 1s the result obtained using the system parameters stated in the figure and
determining the required ERP using both the power law model and the two-ray model.
The link margin is obtained by subtracting the required ERP from the available ERP. For
example, using the power law model, the link margin at 970 m is 10 dB, but using the two-
ray model, the link margin is =50 dB because of the large null that occurs at this distance.
Since the two-ray model was shown a good theoretical model for LOS locations, the
transmitter-receiver separation must be taken into account when determining the amount
of ERP necessary to close the link for a specific location.
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Figure 23: Required effective radiated power for LOS locations
using the two-ray model and the power law model.
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4.7 Percent Coverage Area: K and Receive Power Joint Distribution Comparison
4.7.1  Distance Trade-Off

Figures 24-38 compare the percent coverage area between different assumptions about the
relationship between K and the receive power (correlated, independent, Rayleigh channel)
for different values of ERP (6, 10, 20, 30, 40 dBW) and different collections of
experimental data (LOS, OBS and ALL) for a BER = 10°. Figure 39-53 are for an
equivalent PER = 0.00424.

It is important to note that the correlated curves are the only ones generated using
the experimental data that was collected. The independent curves assume the correlation
between K and the received power does not exist and the Rayleigh curves assume that the
channel between the transmitter and the receiver for every location over the entire area is
Rayleigh. The results obtained show that the difference between using the correlated and
independent distributions is at most around 5 percent. It could be argued then that since
these two cases produce similar results, the independent case could be used as an
approximation for the actual distribution if the independent distribution reduces the
complexity of the problem. The comparison between the correlated and Rayleigh cases,
however, shows a marked difference between the results especially when the ERP is small.
Rayleigh channels are assumed because it is a worst case design approach. Assuming the
entire area to be Rayleigh, though, could underestimate the percent coverage by as much as
00 percent. This is true whether the locations are LOS, OBS, ALL and whether the QoS

statistic 1s BER or PER.
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These graphs can also be read as a distance difference if, as is usually the case, a
percent coverage area is specified. For example, if the requirement for percent coverage
area 1s 50 percent and the ERP is 6 dBW, Figure 24 shows that the maximum cell
boundary for the Rayleigh assumption 1s only 110 meters. However, if the actual data 1s

used, the cell boundary is 1.7 km.
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Figure 23: Percent coverage area comparison among the actual
cotrelated K and receive power joint distribution, K and
receive power independence and the Rayleigh channel
assumption for LOS locations with BER = 105 and ERP = 6
dBW.
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Figure 24: Percent coverage area comparison among the actual
correlated K and receive power joint distribution, K and
receive power independence and the Rayleigh channel
assumption for LOS locations with BER = 10- and ERP = 10

dBW.
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Figure 25: Percent coverage area comparison among the actual
correlated K and receive power joint distribution, K and
receive power independence and the Rayleigh channel
assumption for LOS locations with BER = 10-5and ERP = 20
dBW.
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Figure 26: Percent coverage area comparison among the actual
correlated K and receive power joint distribution, K and
receive power independence and the Rayleigh channel
assumption for LOS locations with BER = 10- and ERP = 30
dBW.
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Figure 27: Percent coverage area comparison among the actual
correlated K and receive power joint distribution, K and
receive power independence and the Rayleigh channel
assumption for LOS locations with BER = 10- and ERP = 40
dBW.
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Figure 28: Percent coverage area comparison among the actual
correlated K and receive power joint distribution, K and
receive power independence and the Rayleigh channel
assumption for OBS locations with BER = 10-5and ERP = 6
dBW.
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Figure 29: Percent coverage area comparison among the actual
correlated K and receive power joint distribution, K and
receive power independence and the Rayleigh channel
assumption for OBS locations with BER = 10- and ERP = 10
dBW.
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Figure 30: Percent coverage area comparison among the actual
correlated K and receive power joint distribution, K and
receive power independence and the Rayleigh channel
assumption for OBS locations with BER = 10- and ERP = 20
dBW.
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Figure 31: Percent coverage area comparison among the actual
correlated K and receive power joint distribution, K and
receive power independence and the Rayleigh channel
assumption for OBS locations with BER = 10- and ERP = 30
dBW.
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Figure 32: Percent coverage area comparison among the actual
correlated K and receive power joint distribution, K and
receive power independence and the Rayleigh channel
assumption for OBS locations with BER = 10- and ERP = 40
dBW.
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Figure 33: Percent coverage area comparison among the actual
correlated K and receive power joint distribution, K and
receive power independence and the Rayleigh channel
assumption for ALL locations with BER = 10-> and ERP = 6
dBW.
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Figure 34: Percent coverage area comparison among the actual
correlated K and receive power joint distribution, K and
receive power independence and the Rayleigh channel
assumption for ALL locations with BER = 10> and ERP = 10
dBW.
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Figure 35: Percent coverage area comparison among the actual
correlated K and receive power joint distribution, K and
receive power independence and the Rayleigh channel
assumption for ALL locations with BER = 10> and ERP = 20
dBW.
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Figure 36: Percent coverage area comparison among the actual
correlated K and receive power joint distribution, K and
receive power independence and the Rayleigh channel
assumption for ALL locations with BER = 10> and ERP = 30
dBW.
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Figure 37: Percent coverage area comparison among the actual
correlated K and receive power joint distribution, K and
receive power independence and the Rayleigh channel
assumption for ALL locations with BER = 10> and ERP = 40
dBW.
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Figure 38: Percent coverage area comparison among the actual
correlated K and receive power joint distribution, K and
receive power independence and the Rayleigh channel
assumption for LOS locations with PER = 0.00424 and ERP =
6 dBW.



% GIYERgE

80

Percam Covarngs Ames Comparesn ;| FER « 4890 ]

"-\._____—\—\_\_\___\- = ~n L
s e H
B o i
.\. "y -\--\l--\"-.
E Rt
b
-
T
) S
ERF = 10 dBW
LCS Lecatinns
=3
----- n ]
S Raylaigh

Lol boapndary |lkm)

Figure 39: Percent coverage area comparison among the actual
correlated K and receive power joint distribution, K and
receive power independence and the Rayleigh channel
assumption for LOS locations with PER = 0.00424 and ERP =
10 dBW.
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Figure 40: Percent coverage area comparison among the actual
correlated K and receive power joint distribution, K and
receive power independence and the Rayleigh channel
assumption for LOS locations with PER = 0.00424 and ERP =
20 dBW.
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Figure 41: Percent coverage area comparison among the actual
correlated K and receive power joint distribution, K and
receive power independence and the Rayleigh channel
assumption for LOS locations with PER = 0.00424 and ERP =
30 dBW.
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Figure 42: Percent coverage area comparison among the actual
correlated K and receive power joint distribution, K and
receive power independence and the Rayleigh channel
assumption for LOS locations with PER = 0.00424 and ERP =
40 dBW.
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Figure 43: Percent coverage area comparison among the actual
correlated K and receive power joint distribution, K and
receive power independence and the Rayleigh channel
assumption for OBS locations with PER = 0.00424 and ERP =
6 dBW.
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Figure 44: Percent coverage area comparison among the actual
correlated K and receive power joint distribution, K and
receive power independence and the Rayleigh channel
assumption for OBS locations with PER = 0.00424 and ERP =
10 dBW.
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Figure 45: Percent coverage area comparison among the actual
correlated K and receive power joint distribution, K and
receive power independence and the Rayleigh channel
assumption for OBS locations with PER = 0.00424 and ERP =

20 dBW.
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Figure 46: Percent coverage area comparison among the actual
correlated K and receive power joint distribution, K and
receive power independence and the Rayleigh channel
assumption for OBS locations with PER = 0.00424 and ERP =

30 dBW.
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Figure 47: Percent coverage area comparison among the actual
correlated K and receive power joint distribution, K and
receive power independence and the Rayleigh channel
assumption for OBS locations with PER = 0.00424 and ERP =
40 dBW.
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Figure 48: Percent coverage area comparison among the actual
correlated K and receive power joint distribution, K and
receive power independence and the Rayleigh channel
ERP =

assumption for ALL locations with PER = 0.00424 and
6 dBW.
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Figure 49: Percent coverage area comparison among the actual
correlated K and receive power joint distribution, K and
receive power independence and the Rayleigh channel
assumption for ALL locations with PER = 0.00424 and ERP =

10 dBW.
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Figure 50: Percent coverage area comparison among the actual
correlated K and receive power joint distribution, K and
receive power independence and the Rayleigh channel
assumption for ALL locations with PER = 0.00424 and ERP =
20 dBW.
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Figure 51: Percent coverage area comparison among the actual
correlated K and receive power joint distribution, K and
receive power independence and the Rayleigh channel
assumption for ALL locations with PER = 0.00424 and ERP =
30 dBW.



% GIYERgE

93

Percam Covarngs Ames Comparesn ;| FER « 4890 ;|

108 s — =
——\_\_“_-_'-_-- - P
e -

e T

'-\-'- =)
Ba - i g i

32 ERF = 40 dE'W
ALL Locatizng

Lol boapndary |lkm)

Figure 52: Percent coverage area comparison among the actual
correlated K and receive power joint distribution, K and
receive power independence and the Rayleigh channel
assumption for ALL locations with PER = 0.00424 and ERP =
40 dBW.
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4.7.2  Power Trade-Off

The results in the previous section were found by fixing the ERP for a specific set of
locations and then determining the percent coverage area as a function of the cell
boundary. In this way, the difference between the maximum cell boundaries for the actual
correlated data and the Rayleigh channel assumption data can be found. The results in this
section will be found by fixing the cell boundary and determining the percent coverage
area as a function of the ERP. From these results, it will be possible to determine how
much power can be saved if the percent coverage area and cell boundary are fixed. For
example, if the percent coverage area is specified as 90 percent and the cell boundary is 100
m, Figure 54 shows that if the channel is assumed Rayleigh, 17 dBW is required.
However, if the actual data is used, the requirement is only 11 dBW.

Figures 54-62 compare the actual data with the Rayleigh channel assumption for
cell boundaries of 100 m, 500 m and 1 km assuming a BER = 10°. Figures 63-71 use the

equivalent PER = 0.00424.
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Figure 53: Percent coverage area for the actual correlated K
and receive power distribution and the Rayleigh channel
assumption for LOS locations with BER = 10> and a cell
boundary of 100m.
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Figure 54: Percent coverage area for the actual correlated K
and receive power distribution and the Rayleigh channel
assumption for LOS locations with BER = 10> and a cell
boundary of 500m.
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Figure 55: Percent coverage area for the actual correlated K
and receive power distribution and the Rayleigh channel
assumption for LOS locations with BER = 10> and a cell
boundary of 1 km.
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Figure 56: Percent coverage area for the actual correlated K
and receive power distribution and the Rayleigh channel
assumption for OBS locations with BER = 10 and a cell
boundary of 100m.
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Figure 57: Percent coverage area for the actual correlated K
and receive power distribution and the Rayleigh channel
assumption for OBS locations with BER = 10 and a cell
boundary of 500m.
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Figure 58: Percent coverage area for the actual correlated K
and receive power distribution and the Rayleigh channel
assumption for OBS locations with BER = 10 and a cell
boundary of 1 km.
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Figure 59: Percent coverage area for the actual correlated K
and receive power distribution and the Rayleigh channel
assumption for ALL locations with BER = 10> and a cell
boundary of 100m.
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Figure 60: Percent coverage area for the actual correlated K
and receive power distribution and the Rayleigh channel
assumption for ALL locations with BER = 10> and a cell
boundary of 500m.
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Figure 61: Percent coverage area for the actual correlated K
and receive power distribution and the Rayleigh channel
assumption for ALL locations with BER = 10> and a cell
boundary of 1 km.
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Figure 62: Percent coverage area for the actual correlated K
and receive power distribution and the Rayleigh channel
assumption for LOS locations with PER = 0.00424 and a cell
boundary of 100m.
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Figure 63: Percent coverage area for the actual correlated K
and receive power distribution and the Rayleigh channel
assumption for LOS locations with PER = 0.00424 and a cell
boundary of 500m.
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Figure 64: Percent coverage area for the actual correlated K
and receive power distribution and the Rayleigh channel
assumption for LOS locations with PER = 0.00424 and a cell
boundary of 1 km.
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Figure 65: Percent coverage area for the actual correlated K
and receive power distribution and the Rayleigh channel
assumption for OBS locations with PER = 0.00424 and a cell
boundary of 100m.
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Figure 66: Percent coverage area for the actual correlated K
and receive power distribution and the Rayleigh channel
assumption for OBS locations with PER = 0.00424 and a cell
boundary of 500m.
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Figure 67: Percent coverage area for the actual correlated K
and receive power distribution and the Rayleigh channel
assumption for OBS locations with PER = 0.00424 and a cell
boundary of 1 km.
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Figure 68: Percent coverage area for the actual correlated K
and receive power distribution and the Rayleigh channel
assumption for ALL locations with PER = 0.00424 and a cell
boundary of 100m.
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Figure 69: Percent coverage area for the actual correlated K
and receive power distribution and the Rayleigh channel
assumption for ALL locations with PER = 0.00424 and a cell
boundary of 500m.
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Figure 70: Percent coverage area for the actual correlated K
and receive power distribution and the Rayleigh channel
assumption for ALL locations with PER = 0.00424 and a cell
boundary of 1 km.
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4.8 Percent Coverage Area: BER vs PER Comparison
Figures 72-92 compare BER and PER approaches for each set of locations and for

different values of ERP. The specified BER is 10~ and equivalent PER for one ATM

cell (424 bits) is 4.24107°. The results were compiled for the parameters found for the
collected data. As expected, sending data in packets increases the percentage of locations
for which the link closes. For the LOS locations, an increase of 5 to 15 percent at 1 km is
seen when a packet size of 424 bits is employed. The OBS locations show an increase of

up to 35 percent at 1 km for a 424 bit packet.
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Figure 71: Percent coverage area comparison between BER and
equivalent PER for an ATM cell for LOS locations and ERP =
6 dBW.



114

P

- EAP = 10 dEiy
LG LecnBions
k-

- | —— BER = 1{-6
----- Equivalent PER = 4247103

Cell beundary [km)

Figure 72: Percent coverage area comparison between BER and
equivalent PER for an ATM cell for LOS locations and ERP =
10 dBW.
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Figure 73: Percent coverage area comparison between BER and
equivalent PER for an ATM cell for LOS locations and ERP =
20 dBW.
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Figure 74: Percent coverage area comparison between BER and
equivalent PER for an ATM cell for LOS locations and ERP =
30 dBW.
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Figure 75: Percent coverage area comparison between BER and
equivalent PER for an ATM cell for LOS locations and ERP =
40 dBW.



118

Percent Covernge Aren: BER, vs PFER

& - T %,
x\ ""H
b
0 EAP & dBW L g
0B Localions ey .
- H\-HH. "k
10h| —— BER- 10 e T
""" Equivalent PER = 4247103 B S
e A

60— r
i 1

Cell boundary (k)

Figure 76: Percent coverage area comparison between BER and
equivalent PER for an ATM cell for OBS locations and ERP =
6 dBW.
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Figure 77: Percent coverage area comparison between BER and
equivalent PER for an ATM cell for OBS locations and ERP =
10 dBW.
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Figure 78: Percent coverage area comparison between BER and
equivalent PER for an ATM cell for OBS locations and ERP =
20 dBW.
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Figure 79: Percent coverage area comparison between BER and
equivalent PER for an ATM cell for OBS locations and ERP =
30 dBW.
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Figure 80: Percent coverage area comparison between BER and
equivalent PER for an ATM cell for OBS locations and ERP =
40 dBW.
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Figure 81: Percent coverage area comparison between BER and
equivalent PER for an ATM cell for OBS locations and ERP =
50 dBW.
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Figure 82: Percent coverage area comparison between BER and
equivalent PER for an ATM cell for OBS locations and ERP =
60 dBW.
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Figure 83: Percent coverage area comparison between BER and
equivalent PER for an ATM cell for OBS locations and ERP =
70 dBW.
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Figure 84: Percent coverage area comparison between BER and
equivalent PER for an ATM cell for ALL locations and ERP =
6 dBW.
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Figure 85: Percent coverage area comparison between BER and
equivalent PER for an ATM cell for ALL locations and ERP =
10 dBW.
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Figure 86: Percent coverage area comparison between BER and
equivalent PER for an ATM cell for ALL locations and ERP =
20 dBW.
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Figure 87: Percent coverage area comparison between BER and
equivalent PER for an ATM cell for ALL locations and ERP =

30 dBW.
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Figure 88: Percent coverage area comparison between BER and
equivalent PER for an ATM cell for ALL locations and ERP =
40 dBW.
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Figure 89: Percent coverage area comparison between BER and
equivalent PER for an ATM cell for ALL locations and ERP =
50 dBW.
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Figure 90: Percent coverage area comparison between BER and
equivalent PER for an ATM cell for ALL locations and ERP =
60 dBW.
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Figure 91: Percent coverage area comparison between BER and
equivalent PER for an ATM cell for ALL locations and ERP =
70 dBW.
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4.9 Percent Coverage Area: ERP Family of Curves
Figures 93-98 show a family of curves of different ERPs for the cases when BER and PER
(424 bits) approaches are employed and also for LOS, OBS and ALL location cases.
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Figure 92: Percent coverage area over distance for various
values of ERP using LOS locations and BER = 10-.
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Figure 93: Percent coverage area over distance for vatrious
values of ERP using OBS locations and BER = 10-.
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Figure 94: Percent coverage area over distance for vatrious
values of ERP using ALL locations and BER = 10-.
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Figure 95: Percent coverage area over distance for vatious
values of ERP using LOS locations and PER = 4.24*10-3 with
packet size = 424 bits (ATM cell).
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Figure 96: Percent coverage area over distance for vatious
values of ERP using OBS locations and PER = 4.24*10-3 with
packet size = 424 bits (ATM cell).
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Figure 97: Percent coverage area over distance for various
values of ERP using LOS locations and PER = 4.24*10-3 with
packet size = 424 bits (ATM cell).
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4.10 Percent Coverage Area: LOS, OBS, and ALL Case Comparison

Figures 99-108 compare the percent coverage area obtained using each location case LOS,
OBS and ALL and for BER = 10° and the equivalent PER for one ATM cell (424 bits) =
4.241107°. Tt can be seen that the difference in percent coverage can be vastly different
between the LOS and OBS cases especially when the ERP 1s low. This 1s true for both the
BER and PER approaches. At 1 km for an ERP = 6 dBW, the percent coverage area
difference between LOS and OBS locations 1s 53 percent for the BER approach and 60
percent for the PER approach.
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Figure 98: Percent coverage atea for LOS, OBS and ALL
locations with BER = 10-5> and ERP = 6 dBW.
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Figure 99: Percent coverage area for LOS, OBS and ALL

locations with PER = 0.00424 and ERP = 6 dBW.
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Figure 100: Percent coverage area for LOS, OBS and ALL
locations with BER = 10-5 and ERP = 10 dBW.




% Covernge

143

Fercent Covernpe Anes
100 — .
—_—
--\. _‘_—\__\_\_\__\_
Ay *—-______
'.-H --____h___-
- nx ’ -\-\""-h\.__\_
x"'\. -\--\-\-"-\._\_
. -
RS -
T I\. ."'_h
.,
& - " -
h =
. .
- s "
'\.x T
i - " X
ERP « 18 BW - "
b1 By ok
PER » 42410 el )
o~ g
——  LOS i
W | e 0BS
---=-  aLL
P i
e n'
Ll Boundnry (ki)

Figure 101: Percent coverage area for LOS, OBS and ALL
locations with PER = 0.00424 and ERP = 10 dBW.
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Figure 102: Percent coverage area for LOS, OBS and ALL
locations with BER = 10-5 and ERP = 20 dBW.
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5 Conclusions

The use of the log-normal distribution as a model for the variation in the Rician parameter,
K, 1s a significant result of this investigation. Although others have shown experimentally
that the distribution of K may be log-normal [11], no theoretical basis for this distribution
has been postulated. In addition, the other investigators found no practical use for
modeling K as a log-normal random variable. The results show in this investigation that
transmit power can be saved by using this information about K when the specification of
interest is the percent coverage area.

The results obtained from considering the Rician parameter, K, show that K is log-
normal about a distance dependent mean. It was shown that the average value of K
decreases with distance, which is consistent with the findings of investigators who
determined that Rayleigh fading was a good theoretical model for large transmitter-receiver
separations. For the LOS case, the received signal was nearly specular, which would be
expected since the definition of LOS used in this investigation was that a direct path
existed between the transmitter and receiver. The OBS location case and the ALL location
case show a rapid descent towards Rayleigh fading as the transmitter-receiver separation
increases. This decrease in K as distance increases can be accounted for by noting that as
the separation between the receiver and transmitter increases, there is more of a chance
that something in the channel between them will change causing the signal level at the

recetver to change as well.
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There is nothing surprising about the average path loss results when the power law
model was used. As with the Rician parameter, K, the average receive power was shown
log-normal about a distance dependent mean. The separation of the locations into LOS
and OBS locations show the path loss exponent to be vastly different for each case, but
still reasonable considering the nature of the two groups. The interesting result concerns
the use of the two-ray model to describe the path loss. Although the OBS and ALL cases
do not match the two-ray model as well as the power law, the LOS case does. This is
interesting because the two-ray model is normally considered as an introduction to the
concept of multipath because the geometry is tractable. The results for LOS show that
when designing an LOS point-to-point link, a more accurate path loss estimation can be
made by using the two-ray model as opposed to the power law model.

A strong correlation was shown to exist between the Rician parameter, K, and
recetve power. This should be expected since the two are functions of the same quantities.
It is then left to determine whether this correlation should be taken into account when
determining the percent coverage for an area. The results show that the differences
between the correlated and uncorrelated cases are no more than 10 percent over the cell
radius range under investigation. Assuming K and shadowing are independent allows for a
less complex percent coverage area calculation. It was found, however, that the program
used to calculate the results did not run significantly faster for the independent case than
the correlated case. Since K and recetve power were found to be correlated and the

analysis does not take much longer to accomplish using this information, it is
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recommended that when calculating the percent coverage for an area the joint pdf of the
two random variables used should be a bivariate Gaussian with a non-zero correlation
coefficient. What is also clear from the results is that assuming the entire cell to be a
Rayleigh fading channel will greatly underestimate the percent coverage area.

The BER and PER results show about a 10 percent gain in percent coverage area
for an ATM cell (424 bits) over the equivalent BER. This should be expected since the
errors that occur in a fading channel tend to be bursty rather than random. Packetizing the
data takes advantage of the bursty nature of the errors, thus increasing the percent
coverage area.

The results showing the percent coverage area for different values of ERP show
that to cover a significant area, a great deal of power is needed. Even for the LOS case, to
cover 95 percent of the area of a circle with a radius of 1 km, 40 dBW is needed. This is
well above the FCC limitation of 6 dBW. The major reason for this is the nature of the
path loss at 5.8 GHz. In free space, path loss increases as the square of the frequency.
The 5.8 GHz band 1s such a high frequency that the path loss incurred just from using this
frequency 1s enough to make it difficult to close the link over any significant distance. To
combat this enormous path loss, it will be necessaty to use techniques, such as diversity

combing and directional antennas, that will increase the performance of the system.
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Appendix A: CDFs for Tested Locations
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Figure 108: CDF for Lied Center parking lot entrance (al) and
the theoretical Rician CDF.
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Figure 110: CDF for Lied Center SW parking lot (a2) and the
theoretical Rician CDF.
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Figure 110: CDF for Lied Center NW patking lot (a3a) and the
theoretical Rician CDF.
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Figure 111: CDF for Lied Center NE parking lot (a4) and the
theoretical Rician CDF.
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Figure 112: CDF for soccer field S parking lot (a6) and the
theoretical Rician CDF.
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Figure 113: CDF for soccer field N parking lot (a7) and the
theoretical Rician CDF.
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Figure 114: CDF for SE corner Iowa and 215t (a8) and the
theoretical Rician CDF.
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Figure 115: CDF for Geological Survey building (a9) and the
theoretical Rician CDF.
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Figure 116: CDF for Constant Ave. near fire hydrant (a10) and
the theoretical Rician CDF.
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Figure 117: CDF for Ellsworth dormitory parking lot (all) and
the theoretical Rician CDF.
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Figure 118: CDF for McCollum dormitory parking lot (al2)

and the theoretical Rician CDF.
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Figure 119: CDF for Hashinger dormitory parking lot (a13) and
the theoretical Rician CDF.
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Figure 120: CDF for Information Booth on Iowa and 15t%
(a14) and the theoretical Rician CDF.
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Figure 121: CDF for Meadowbrook Apartments (al5) and the
theoretical Rician CDF.
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Figure 123: CDF for Oliver dormitory circle (al7) and the
theoretical Rician CDF.
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Figure 124: CDF for Catholic Center parking lot (a19) and the
theoretical Rician CDF.
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Figure 125: CDF for KU Facilities: 151 St (a21) and the
theoretical Rician CDF.
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Figure 126: CDF for dirt road west of Lied Center (a22) and
the theoretical Rician CDF.
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Figure 127: CDF for Youngberg Hall (a23) and the theoretical
Rician CDF.
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Figure 128: CDF for Endowment Center patking lot (a25) and
the theoretical Rician CDF.
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CDF cunves - Expermantal & Ridan

Figure 129: CDF for Stouffer Place near 19% and Iowa (a28)

and the theoretical Rician CDF.



180

CDF cunves - Expermantal & Ridan
i . - — .
.~ —
- i _-‘_'_-._
il S P il
s Erpﬂh'rr-lu1
7 O A Rician
nE- ¢ |
£
.rjff
0.7k P K o= -85
i
i WS stat = 0 ESETE
BB /,b
Yo f
!E-' I.'.l'
EM - I,-"'
|'I_lJ
o3 Msan sgnal lsvsl = ~121 1453 dBen
." ¢ n H (B 3
fi
02 I
i
a1 - II:!l Sewart & 1500
/.»" il
6 . . . . .
i 2 a 4 5
Esgna)

Figure 130: CDF for Stewart and 19 (a30) and the theoretical

Rician CDF.
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CDF cunves - Expermantal & Ridan
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Figure 133: CDF for antenna tower NW of Nichols Hall (a33)
and the theoretical Rician CDF.
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8 Appendix B: Data Collection Code (Borland C++)

/*******************************************************************

Pr ogram Nane COvBQOL. CPP

Pur pose Gat hers GPS and Spectrum Anal yzer data

*******************************************************************/

#defi ne STRI CT

#i ncl ude <wi ndows. h>
#pragnma hdrstop

#i ncl ude <ddeml . h>

#i ncl ude <dde. h>

#i ncl ude <wi ndowsx. h>
#i ncl ude <string. h>
#i ncl ude <i ostream h>
#i ncl ude <dos. h>

#i ncl ude <bi os. h>

#i ncl ude <mat h. h>

#i ncl ude <stdio. h>

#i ncl ude <stdlib. h>
#i ncl ude <coni o. h>

#i ncl ude "dde_timh"
#i ncl ude "decl-32. h"

HANDL E hl nst ; /* Current instance of application */
struct tine ti mep;
/*
The DDE vari abl es
*/
DWORD i dlnst = OL; /* Instance of app for DDEM. */
FARPROC | pDdePr oc; /* DDE cal |l back function */
HSZ hszServi ce;
HSz hszTopi c;
HSZ hszltem
HCONV hConv = (HCONV) NULL; /*Handl e of established
conversati on*/
HDDEDATA hDat a;
DWORD dwResul t ;
WORD wFm = CF_TEXT,; /* dipboard format */
char szDDEString[80]; /*Local allocation of data buffer */

char szDDEDat a[ 80] ; /* Local receive data buffer */
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/1 Spectrum anal yzer vari abl es

int spec_an; // file descriptor for spectrum analyzer

int k,j,I; [/ loop variables

char * out = _argv[1l]; // read output file name from conmand |ine
char cf_str[30]; /'l center frequency

char sp_str[30]; /1 span

char rl _str[30]; /1 reference |evel

char anpl [ 30];
char freq[30];

FILE *outfile = fopen(out, "w+");

/****************************************************************/

voi d mai n()

{
R L Initialize GPS -------------------~---------- -~

| pDdeProc = MakeProcl nstance ( (FARPROC) DDECal | back, hlnst );
if ( Ddelnitialize ( (LPDWORD) & dl nst,

( PENCALLBACK) | pDdePr oc,
APPCVD_CLI ENTONLY, OL ) )

{
Handl eQutput ( "Client DDE initialization failure." );
}

hszServi ce= DdeCreat eStri ngHandl e(i dl nst, " Retki", CP_W NANSI );
hszTopi c= DdeCreateStringHandl e ( idlnst, "GPS', CP_WNANSI );
hszl t em=DdeCr eat eSt ri ngHandl e(i dl nst, " Txt Position", CP_W NANSI ) ;

hConv = DdeConnect ( idlnst, hszService,
hszTopi c, (PCONVCONTEXT) NULL );
if ( hConv == (HCONV)NULL )
{

Handl eError ( DdeGetlLastError ( idinst ) );
Handl eQut put ( "Unsuccessful connection." );

el se
hDat a = Dded i ent Transacti on ( NULL,

0,
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hConv,
hszltem
wknt

XTYP_ADVSTART,

2000,
&dwResul t );
if ( hData )
Handl eQut put ( "Successful connection." );
el se
Handl eQut put ( "Unsuccessful connection." );
}
R e R
R R Initialize Spectrum analyzer --------

i f((spec_an = ibdev(0, 18,0, 13,1, 0))<0)

fprintf(stderr,"ERRORY: %8\ n", i berr, " Coul d not open Spectrum
Anal yzer\n");
if (spec_an != -1)
{

i bonl (spec_an, 1);

}
exit(1); [/ abort program
}

i bwrt(spec_an,"IP;", 3); /1 instrument preset
i bwt (spec_an,"TDF P;",6); [// set output to real nunbers
i bwrt(spec_an,"SNGS;",6); [/ set continuous sweep node

/1l set spectrum anal yzer paraneters

strcpy(cf_str,"CF ");

strcat (cf_str, _argv[2]); // get center frequency from conmand |ine
strcat (cf_str,"MHZ;");

strcpy(sp_str,"SP ");

strcat(sp_str,_argv[3]); // get intial span from comrand |ine
strcat(sp_str,"MiZ;");

strepy(rl _str,"RL ");

strcat(rl _str, _argv[4]); // get reference level fromcomand |ine
strcat(rl _str,"DB;");
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i bwrt(spec_an,cf_str,strlen(cf_str)); /1l set center frequency
[/ibwt(spec_an,sp_str,strlen(sp_str)); // set span (from conmand
l'ine)

i bwrt (spec_an,"AT 0DB; ", 7); /1l set input

attenuation
i bwt(spec_an,rl _str,strlen(rl_str)); // set reference |eve

/1 Unconmrent this section when view ng signal bel ow -105dBm

/*
i bwrt (spec_an, " CONTS; ", 6) ;
i bwt (spec_an, " VAVG 200;",9); /1l turn on video
aver agi ng
for (j=1; j<100000 ; j++)
{

for (k=1; k<10000; k++)
{
}
}
i bwrt(spec_an,"MKPK HI;",8); [/ mark high anplitude
i bwrt(spec_an,"MKCF;",5); [/ make freq at marker the new center
freq

i bwrt(spec_an,"VAVG OFF;",9); // turn off video averaging
i bwrt (spec_an, "SNGS; ", 6); /1 return to single sweep node

i bwrt(spec_an,"TS;", 3); /1 take sweep

i bwt(spec_an,"MKPK HI;",8); [/ mark high anplitude

i bwrt(spec_an,"MKCF;",5); [/ make freq at marker the new center
freq

i bwt (spec_an,"SP 100KHZ; ", 10); // set span

i bwt(spec_an,"TS;", 3);

i bwt(spec_an, "MKPK HI;",8); [/ mark high anplitude

i bwrt(spec_an,"MKCF;",5); [/ make freq at marker the new center
freq

i bwt(spec_an,"SP 20KHZ;",9); // set new span */

i bwt (spec_an, "SP 20KHZ;",9); [// set new span

i bwrt(spec_an,"TS;", 3);

i bwrt (spec_an,"MKPK HI; ", 8);

i bwt(spec_an,"MKCF;",5); [/ make freq at marker the new center
freq

i bwt (spec_an,"SP 10KHZ;",9); // set new span
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i bwt (spec_an,"TS;", 3);

i bwrt(spec_an,"MKPK HI; ", 8);

i bwt(spec_an,"MKCF;",5); [/ make freq at marker the new center
freq

i bwrt(spec_an,"SP 2KHZ;",8); [// set new span

i bwt(spec_an,"TS;", 3);

i bwt(spec_an,"MKPK HI; ", 8);

i bwt(spec_an,"MKCF;",5); [/ make freq at marker the new center
freq

[1ibwt(spec_an,"MKPK HI;", 8);

[*for (j=1; j<100000 ;| ++)

{
for(k=1; k<1000; k++)

{
}
} 1
i bwrt (spec_an, "MKA?; ", 5); /1 ask for anplitude
i brd(spec_an, anpl, 20); /1 read anplitude into a variable
i bwt (spec_an, "MKF?;",5); /1 ask for frequency
i brd(spec_an, freq, 20); /1 read frequency into a variable

/1 wite power anplitude and frequency into output file
fprintf(outfile,"anplitude is %\n", atof (anpl));
fprintf(outfile,"frequency is %\n",atof(freq));

i bwrt(spec_an,"SP OMHZ;",7); [/ set new span
i bwrt(spec_an,"ST 20US",7); [/ set sweep tine

[]------- | oop a given nunber of neasurenents

for ( k=1 ; k<=1000 ; k++)

{
[]----- Get tinme stanp
gettinme(&inmep);
fprintf(outfile,"%l: %l: %. %\ n",
timep.ti_hour,tinep.ti_mn,timep.ti_sec,tinmep.ti_hund);
I----- Get GPS data

hDat a = Dded i ent Transacti on ( NULL,
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0,

hConv,
hszltem
wknt
XTYP_REQUEST,
1000,
&dwResul t );

if ( dwResult == DDE_FNOTPROCESSED )
Handl eQut put ( "Data not available fromserver." );

el se
{
DdeCGet Data ( hData, (LPBYTE) szDDEData, 80L, OL );
if ( szDDEData != NULL )
Handl eQut put ( szDDEData );
el se
Handl eQut put ( "Message from server is
null." );
}
[]----- Cet Spectrum anal yzer data

i bwrt(spec_an,"TS;", 3);
i bwt(spec_an, "MKPK HI;",8); [/ mark high anplitude

i bwrt(spec_an, " MKA?;",5); /1 ask for anplitude

i brd(spec_an, anpl , 20); /1 read anplitude into a
vari abl e

i bwt (spec_an, "MKF?;",5); /1 ask for frequency

i brd(spec_an, freq, 20); /1 read frequency into a
vari abl e

/1 wite power anplitude and frequency into output file
fprintf(outfile,"anplitude is %\n", atof (anpl));
fprintf(outfile,"frequency is %\n",atof(freq));

} /l---- End of for |oop

I]---- Close and clear all pointers and handl es

if ( hConv != (HOONV) NULL )
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{
DdeDi sconnect ( hConv );

hConv = (HCONV) NULL;
Handl eQut put (" Di sconnected from server");

}

DdeFreeStringHandl e ( idlnst, hszService );
DdeFreeStringHandl e ( idlnst, hszTopic );
DdeFreeStringHandl e ( idlnst, hszltem);

FreeProcl nstance ( | pDdeProc );
i bonl (spec_an,1); [/ finish renote control of spectrum anal yzer

printf("Al done -- Press any key to stop programn");
getch();, [/ wait until | can see the output

} /1 End of Main

#pragma warn . eff

/*******************************************************************

********/

#pragma ar gsused

HDDEDATA EXPENTRY _export DDECal | back ( WORD wType,
WORD wint
HCONV hConvX,
HSZ hsz1,
HSZ hsz2,
HDDEDATA hDat a,
DWORD dwbDat al
DWORD dwDat a2 )

switch ( wlype )
{
case XTYP_DI SCONNECT:

hConv = (HCONV) NULL;
Handl eQut put ( "Retki forced a disconnect." );

return ( (HDDEDATA) NULL );

case XTYP_ERROR
br eak;

case XTYP_XACT_COWMPLETE:
br eak;

case XTYP_ADVDATA:
DdeGet Data ( hData, (LPBYTE) szDDEData, 80L, OL );
if ( szDDEData != NULL )
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Handl eQut put ( szDDEData );
}

el se
Handl eQut put ( "Message fromserver is null." );
br eak;

}

return ( (HDDEDATA) NULL );
}

/****************************************************************/

voi d Handl eError ( DWORD DdeError )

switch ( DdeError )

{
case DMLERR _DLL_NOT_I NI Tl ALI ZED:
Handl eQut put ( "DLL not initialized." );
br eak;
case DMLERR_| NVAL| DPARAVETER:
Handl eQut put ( "Invalid paraneter.” );
br eak;
case DMLERR _NO CONV_ESTABLI SHED:
Handl eQut put ( "No conversation established."” );
br eak;
case DMLERR_NO_ERROR:
Handl eQutput ( "No error." );
br eak;
}

}

/***************************************************************/

voi d Handl eQut put ( char *szQutputString )
{

}

/***************************************************************************/

fprintf(outfile,"%\n", szQutputString );

// End of Combol.cpp

JRRRRRR R Rk ok /
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/***************************************************************/

11 dde_timh

/***************************************************************/

/*
Forwar d References
*/

LRESULT CALLBACK Mai nWhdProc ( HWND, Ul NT, WPARAM LPARAM );

HDDEDATA EXPENTRY DDECal | back ( WORD, WORD, HCONV, HSZ,
HSz, HDDEDATA, DWORD, DWORD );
voi d Handl eError ( DWORD );
voi d Handl eQutput ( char * );
/******************************************************************************/

// End of dde_tim.h

JRRRROR R Rk oK

Wn32 include file
for accessing the 32-bit GPIB DLL (gpib-32.dl1)

Cont ai ns user variables (ibsta, iberr, ibcnt, ibcntl),
function prototypes and useful defined constants for
calling NI-488 and NI -488.2 routines froma M crosoft
C/ C++ Wn32 application

Copyright 1995 National |nstrunents Corporation

L I S S R T R

/

#i f ndef DECL_32 H /1 ensure we are only included once
#define DECL_32 H

#i fdef __ cpl uspl us

extern "C" {
#endi f

/******************************************************************/
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/* HANDY CONSTANTS FOR USE BY APPLI CATI ON PROGRAMS . . .

*
/i****************************************************************/
#define UNL Ox3f /* GPIB unlisten conmand */
#define UNT Ox5f /* GPIB untal k command */
#define GTL 0x01 /* GPIB go to |ocal */
#define SDC 0x04 /* GPIB sel ected device clear */
#define PPC 0Ox05 /* GPIB parallel poll configure */
#define GET 0x08 /* GPIB group execute trigger */
#define TCT 0x09 /* GPIB take control */
#define LLO 0x11 /* GPIB local |ock out */
#define DCL 0x14 /* GPIB device clear */
#define PPU O0x15 /* GPIB parallel poll unconfigure */
#define SPE 0x18 /* GPIB serial poll enable */
#define SPD 0x19 /* GPIB serial poll disable */
#define PPE Ox60 /* GPIB parallel poll enable */
#define PPD 0Ox70 /* GPIB parallel poll disable */
/* GPIB status bit vector : */
/* gl obal variable ibsta and wait mask */
#defi ne ERR (1<<15) /* Error detected */
#define TI MO (1<<14) /* Ti meout */
#defi ne END (1<<13) /* EA or EOCS detected */
#defi ne SRQ (1<<12) /* SRQ detected by CIC */
#def i ne RQS (1<<11) /* Device needs service */
#defi ne CVPL (1<<8) [/* 1/ 0O conpleted */
#defi ne LK (1<<7) [/* Local |ockout state */
#defi ne REM (1<<6) /* Renpte state */
#define CC (1<<5) [/* Controller-in-Charge */
#defi ne ATN (1<<4) [|* Attention asserted */
#defi ne TACS (1<<3) [/* Tal ker active */
#defi ne LACS (1<<2) [* Listener active */
#defi ne DTAS (1<<l1l) [/* Device trigger state */
#defi ne DCAS (1<<0) /* Device clear state */
/* Error nessages returned in global variable iberr */
#define EDVR 0O /[* Systemerror */
#define ECIC 1 /* Function requires GPIB board to be CIC */
#define ENCL 2 /* Wite function detected no Listeners */
#define EADR 3 /* Interface board not addressed correctly*/
#define EARG 4 /* Invalid argunent to function call */
#define ESAC 5 /* Function requires GPIB board to be SAC */
#define EABO 6 /* |/O operation aborted */
#define ENEB 7 /* Non-existent interface board */
#define EDMA 8 /* Error perform ng DVA */
#define EQOP 10 /* 1/O operation started before previous */
/* operation conpleted */

#define ECAP 11 /* No capability for intended operation */



#def i
#def i
#def i
#def i
#def i
#def i

/* ECS node bits

#def i
#def i
#def i

[* Ti

#def i
#def i
#def i
#def i
#def i
#def i
#def i
#def i
#def i
#def i
#def i
#def i
#def i
#def i
#def i
#def i
#def i
#def i

ne
ne
ne
ne
ne
ne

ne

EFSO 12
EBUS 14
ESTB 15
ESRQ 16
ETAB 20
ELCK 21

/*
/*
/*
/*
/*
/*
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File system operation error

Conmand error during device cal

Seria

pol |

status byte | ost
SRQ remai ns asserted

The return buffer is full.
Addr ess or

board is | ocked.

BIN (1<<12) /* Eight bit conpare
ne XEOS (1<<11) /* Send END with ECS byte
ne RECS (1<<10) /* Terminate read on ECS

meout val ues and neani ngs

ne
ne
ne
ne
ne
ne
ne
ne
ne
ne
ne
ne
ne
ne
ne
ne
ne
ne

TNONE
T10us
T30us
T100us
T300us
Tlns
T3nms
T10ns
T30ns
T100ns
T300ns
Tls
T3s
T10s
T30s
T100s
T300s
T1000s

©Co~NoOOUPA~,WNEO

10
11
12
13
14
15
16
17

/* 1 BLN Constants
#def i ne NO_SAD
#define ALL_SAD -1

0

/* Infinite timeout (disabled)

[* Ti
/* Ti
/* Ti
/* Ti
[* Ti
[* Ti
/[* Ti
/[* Ti
/* Ti
[* Ti
[* Ti
/[* Ti
[* Ti
/* Ti
[* Ti
[* Ti
[* Ti

nmeout
meout
meout
meout
nmeout
nmeout
nmeout
nmeout
nmeout
nmeout
nmeout
nmeout
nmeout
nmeout
nmeout
nmeout
neout

of
of
of
of
of
of
of
of
of
of
of
of
of
of
of
of
of

10 us (ideal)
30 us (ideal)
100 us (i deal)
300 us (ideal)
1 ns (ideal)
3 ns (ideal)
10 ms (ideal)
30 nms (ideal)
100 s (ideal)
300 ns (ideal)
1 s (ideal)
3 s (ideal)
10 s (ideal)
30 s (ideal)
100 s (ideal)
300 s (ideal)
1000 s (ideal)

*/
*/
*/
*/
*/
*/

*/

*/
*/
*/

*/

*/

*/
*/
*/
*/
*/
*/
*/
*/
*/
*/
*/
*/
*/
*/
*/
*/

*/

/* The follow ng constants are used for the second paraneter

* ibconfig function.

*/
#def i
*/
#def i
*/
#def i
*/

ne

ne

ne

| bcPAD

| bcSAD

| bcTMO

0x0001

0x0002

0x0003

[* Primary Address
/* Secondary Address

/* Timeout Val ue

They are the "option" selection codes.

of the



#define | bcECT 0x0004

* [

#define |bcPPC 0x0005

* [

#defi ne | bcREADDR 0x0006

* [

#define | bcAUTOPOLL 0x0007

* [

#define | bcCl CPROT 0x0008

* [

#define 1bclRQ 0x0009

* [

#define |bcSC 0x000A

* [

#define |bcSRE 0x000B

* [

#define |bcECSrd 0x000C

* [

#define |bcEOSWt 0x000D

* [

#define |bcEOCScnp 0x000E

* [

#define | bcEGCSchar 0x000F

* [

#define |bcPP2 0x0010

* [

#define |bcTIM NG 0x0011
timng. */

#define | bcDVA 0x0012

* [

#define | bcReadAdjust 0x0013

* [

#define |1bcWiteAdjust 0x014

* [

#define |bcSendLLO 0x0017
LLO */

#define |bcSPoll Time 0x0018
serial polls. */

#define |bcPPoll Tine 0x0019
peri od. */

#define |bcEndBitlsNormal O0x001A
| BSTA. */

#define | bcUnAddr 0x001B
unaddr essi ng. */

#define 1bcSi gnal Nunber 0x001C
unsupported */

#define |bcBl ocklflLocked 0x001D
| ocked boards/ devi ces */
#define |bcHSCabl eLength 0x001F

hi gh speed tining.*/
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/*
/*
/*
/*
/*
/*
/*
/*
/-k
/*
/-k
/*
/*
/*
/*
/*
/*
/*
/*
/*
/*
/*

/*

Send EO with | ast data byte?

Paral l el Poll Configure
Repeat Addressing
Di sabl e Auto Serial Polling
Use the CI C Protocol ?

Use PIO for 1/0O

Board is System Controller?
Assert SRE on device calls?
Term nate reads on ECS

Send EQ with ECS character
Use 7 or 8-bit ECS conpare
The ECS character.

Use Parallel Poll Mode 2.
NORVAL, HI GH, or VERY_HI GH
Use DVA for 1/0O

Swap bytes during an ibrd.
Swap bytes during an ibwt.
Enabl e/ di sabl e the sendi ng of
Set the tinmeout val ue for

Set the parallel poll length
Renmove ECS from END bit of
Enabl e/ di sabl e devi ce

Set UNI X si gnal nunber -

/* Enabl e/ di sabl e bl ocking for

/*

Length of cable specified for



#def i
*/
#def i
*/

/*

*

ne

ne

Constants that can be used (in addition to the ibconfig

| bcl st 0x0020 /* Set the IST bit.

| bcRsv

const ant s)
when calling the ibask() function

*

*/

#def i
#def i
#def i
#def i
#def i
#def i
#def i
#def i
#def i
#def i
#def i
#def i
#def i
#def i
#def i
#def i
#def i
#def i
#def i
#def i
#def i
#def i
#def i
#def i
#def i
#def i
#def i
#def i
#def i
#def i

#def i
*/

/* Val ues used by the

#def i
#def i
#def i

ne
ne
ne
ne
ne
ne
ne
ne
ne
ne
ne
ne
ne
ne
ne
ne
ne
ne
ne
ne
ne
ne
ne
ne
ne
ne
ne
ne
ne
ne

ne

ne
ne
ne

| baPAD

| baSAD

| baTMO

| baEOT

| baPPC

| baREADDR

| baAUTOPCOLL

| baCl CPROT

| bal RQ

| baSC

| baSRE

| baECSI d

| baEOSWr t

| baEQOScmp

| baECSchar

| baPP2

| baTl M NG

| baDVA

| baReadAdj ust

| baW it eAdj ust

| baSendLLO

| baSPol | Ti ne

| baPPol | Ti ne

| baEndBi t | sNor ma
| baUnAddr

| baSi gnal Nurber

| baBl ockl f Locked
| baHSCabl eLengt h
| bal st

| baRsv

| baBNA

0x0021

Send 488.2 commnd.
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| bcPAD

| bcSAD

| bcTMO

| bcEOT

| bcPPC

| bc READDR

| bcAUTOPOLL

| bcCl CPROT

I bcl RQ

| bcSC

| bcSRE

| bcECSIr d

| bcEOSWr t

| bcECSCcmp

| bcECSchar

| bcPP2

| bcTI M NG

| bc DVA

| bcReadAdj ust

| bcWit eAdj ust

| bcSendLLO

| bcSPol | Ti ne

| bcPPol | Ti ne

| bcEndBi t | sNor nal
| bcUnAddr

| bcSi gnal Nurnber

| bcBl ockl f Locked
| bcHSCabl eLengt h
| bcl st

| bcRsv

/* Set the RSV byte.

0x0200 /* A device's access board.

*/

NULLend 0x00 /* Do nothing at the end of a transfer.*/

NLend ox01 /*
DABend 0x02 /*

Send NL with EO after a transfer
Send EQ with the | ast DAB.

*/
*/
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/* Val ue used by the 488.2 Receive command.
*

/
#define STOPend 0x0100

/* Address type (for 488.2 calls) */

typedef short Addr4882 t; /* System dependent: nust be 16 bits
*/

/*

* This macro can be used to easily create an entry in address |ist
* that is required by many of the 488.2 functions. The primary
address goes in the

* |ower 8-bits and the secondary address goes in the upper 8-bits.
*/

#defi ne MakeAddr (pad, sad) ((Addr4882_t) (((pad) &OxFF) |
((sad)<<8)))

/*

* This value is used to termnate an address list. |t should be
* assigned to the last entry.

* [

#i f ndef NOADDR
#defi ne NOADDR (Addr 4882 t)((unsigned short) OxFFFF)
#endi f

/*

* The following two macros are used to "break apart" an address
l'ist

* entry. They take an unsigned integer and return either the
pri mary

* or secondary address stored in the integer.

*/
#define Get PAD(val) ((val) & OxFF)
#define Get SAD(val) (((val) >> 8) & OxFF)

/* iblines constants */

#define ValidEQ (short) 0x0080
#define ValidATN (short)0x0040
#define ValidSRQ (short)0x0020
#define ValidREN (short)0x0010
#define ValidlFC (short)0x0008
#define ValidNRFD (short)0x0004
#define Vali dNDAC (short)0x0002
#define ValidDAV (short)0x0001
#defi ne BuskEd (short) 0x8000
#defi ne BusATN (short) 0x4000
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#defi ne BusSRQ (short) 0x2000
#defi ne BusREN (short) 0x1000
#define BuslFC (short) 0x0800

#define BusNRFD (short) 0x0400
#define BusNDAC (short) 0x0200

#defi ne BusDAV (short) 0x0100

/****

**x*% typedef for ibnotify callback ****
****/

typedef int (__stdcall * GpibNotifyCallback t)(int, int, int, |ong,
PVQO D) ;

#defi ne | BNOTI FY_REARM FAI LED OxEOOAQOO03F

/*****************************************************************/

/*

*/

/* iblockx and ibunl ockx definitions --- for use with GPl B- ENET
only !l */

/*

*/
/*****************************************************************/
#defi ne TI MVEDI ATE -1

#define TINFIN TE -2

#define MAX_LOCKSHARENAME LENGTH 64

#i f defi ned( UNI CODE)
#define i bl ockx i bl ockxW

#el se
#define ibl ockx ibl ockxA
#endi f
extern int _ stdcall iblockxA (int ud, int LockWaitTinme, PCHAR
LockShar eNan®e) ;
extern int _ stdcall iblockxW(int ud, int LockWaitTinme, PWHAR
LockShar eNan®) ;
extern int _ stdcall ibunlockx (int ud);

/******************************************************************/

/* | BSTA, | BERR, | BCNT, |BCNTL and FUNCTI ON PROTOTYPES

*/

/* ( only included if not accessing the 32-bit DLL directly )
*/

/*****************************************************************/

#i f 1defined(GPI B_DI RECT ACCESS)

/*
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* Set up access to the user variables (ibsta, iberr, ibcnt,
i bentl).
* These are declared and exported by the 32-bit DLL. Separate
copi es
* exist for each process that accesses the DLL. They are shared
by
* nmultiple threads of a single process.
*/
extern int ibsta;
extern int iberr;
extern int ibcnt;
extern long ibcntl;
#i f defi ned( UNI CODE)
#define i bbna ibbnaW
#define ibfind ibfindwW
#define ibrdf ibrdfw
#define ibwtf ibwtfWw
#el se
#define i bbna ibbnaA
#define ibfind ibfindA
#define ibrdf ibrdfA
#define ibwtf ibwtfA
#endi f
/*
* Extern 32-bit GPIB DLL functions
*/
/* N -488 Function Prototypes */
extern int _ stdcall ibfindA (LPCSTR udnane);
extern int __stdcall ibbnaA (int ud, LPCSTR udnane);
extern int _ stdcall ibrdfA (int ud, LPCSTR fil enane);
extern int _ stdcall ibwtfA (int ud, LPCSTR fil enane);
extern int __stdcall ibfindW (LPCWSTR udnane);
extern int __ stdcall ibbnaW (int ud, LPCASTR udnane);
extern int _ stdcall ibrdfW (int ud, LPCWSTR fil enane);
extern int __stdcall ibwtfW (int ud, LPCWSTR fil enane);
extern int __stdcall ibask (int ud, int option, PINT v);
extern int __stdcall ibcac (int ud, int v);
extern int __stdcall ibclr (int ud);
extern int _ stdcall ibcnd (int ud, PVOD buf, long cnt);
extern int _ stdcall ibcnda (int ud, PVOD buf, long cnt);
extern int _ stdcall ibconfig (int ud, int option, int v);
extern int __ stdcall ibdev (int ud, int pad, int sad, int tno,
int eot, int eos);
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extern int __stdcall ibdiag (int ud, PVO D buf, long cnt);
extern int _ stdcall ibdna (int ud, int v);

extern int _ stdcall ibeos (int ud, int v);

extern int _ stdcall ibeot (int ud, int v);

extern int _ stdcall ibgts (int ud, int v);

extern int __stdcall ibist (int ud, int v);

extern int _ stdcall iblines (int ud, PSHORT result);
extern int _ _stdcall ibln (int ud, int pad, int sad, PSHORT
listen);

extern int _ stdcall ibloc (int ud);

extern int _ stdcall ibnotify (int ud, int nask,

Gpi bNot i fyCal | back_t Cal |l back, PVO D RefData);

extern int _ stdcall ibonl (int ud, int v);

extern int _ stdcall ibpad (int ud, int v);

extern int _ stdcall ibpct (int ud);

extern int _ stdcall ibpoke (int ud, long option, long v);
extern int _ stdcall ibppc (int ud, int v);

extern int __stdcall ibrd (int ud, PVO D buf, long cnt);
extern int _ stdcall ibrda (int ud, PvVvO D buf, long cnt);
extern int _ _stdcall ibrpp (int ud, PCHAR ppr);

extern int _ stdcall ibrsc (int ud, int v);

extern int _ stdcall ibrsp (int ud, PCHAR spr);

extern int _ stdcall ibrsv (int ud, int v);

extern int __stdcall ibsad (int ud, int v);

extern int __stdcall ibsic (int ud);

extern int _ stdcall ibsre (int ud, int v);

extern int _ stdcall ibstop (int ud);

extern int _ stdcall ibtmo (int ud, int v);

extern int _ stdcall ibtrg (int ud);

extern int _ stdcall ibwait (int ud, int mask);

extern int _ stdcall ibwt (int ud, PvOD buf, long cnt);
extern int _ stdcall ibwta (int ud, PvO D buf, long cnt);

/1 GPIB-ENET only functions to support |ocking across nachi nes
extern int _ stdcall iblock (int ud);
extern int _ stdcall ibunlock (int ud);

/***********************************************************/

/* Functions to access Thread- Specific copies of the GPIB gl oba
vars */

extern int _ stdcall Threadl bsta (void);
extern int _ stdcall Threadlberr (void);
extern int _ stdcall Threadl bcnt (void);

extern long __stdcall Threadlbcntl (void);

/*****************************************************************/

/* N -488.2 Function Prototypes */



extern void _ stdcall
addrlist, PSHORT resul
extern void __stdcall
extern void __stdcall

addrlist);

extern void __stdcal
addrlist);

extern void __ stdcal
addrlist);

extern void __ stdcal
addrlist, PSHORT resul
extern void __stdcal
addrl i st,

extern void __ stdcal
extern void __ stdcal
i nt dataLine, int
extern void __stdcal
addrlist);

extern void __ stdcal
extern void __ stdcal
cnt, int Termi nation);
extern void __ stdcal
PSHORT result);

extern void __stdcal
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Al | Spol | (i
ts);

Devd ear (i
Devd earLi st (i
Enabl eLocal (i
Enabl eRenmpte (i
Fi ndLstn (i
ts, int limt);
Fi ndRQS (i

PSHORT dev_stat);

PPol | (i
PPol | Config (i

I i neSense);

PPol | Unconfig (i

PassCont r ol (i
RcvRespMsg (i

ReadsSt at usByt e(i

Recei ve (i

nt

nt
nt

nt

nt

nt

nt

nt
nt

nt

nt
nt

nt

nt

boar dl D,

boar dl D,
boar dl D,

boar dl D,
boar dl D,
boar dl D,
boar dl D,

boar dl D,
boar dl D,

boar dl D,

boar dl D,
boar dl D,

boar dl D,

boar dl D,

Addr 4882_t *

Addr 4882_t addr);
Addr4882_t *

Addr 4882 t *
Addr 4882 _t *
Addr 4882 _t *
Addr 4882 t *

PSHORT result);
Addr 4882 _t addr

Addr 4882_t *

Addr 4882_t addr);
PVO D buffer, |ong

Addr 4882 _t addr

Addr 4882_t addr

PVO D buffer, long cnt, int Termnination);

extern void _ stdcall ReceiveSetup (int boardl D, Addr4882 t addr);
extern void _ stdcall ResetSys (int boardl D, Addr4882 t *
addrlist);

extern void _ stdcall Send (int boardl D, Addr4882_t addr
PVA D dat abuf, |ong datacnt, int eotMdde);

extern void __stdcall SendCrds (int boardl D, PVO D buffer, |ong
cnt);

extern void _ stdcall SendDataBytes (int boardl D, PVO D buffer, |ong
cnt, int eot_node);

extern void __stdcall Sendl FC (int boardl D);

extern void __stdcall SendLLO (int boardlD);

extern void __ stdcall SendLi st (int boardl D, Addr4882_t *
addrlist, PVA D databuf, |ong datacnt, int eotMde);

extern void _ stdcall SendSetup (int boardl D, Addr4882 t *
addrlist);

extern void _ stdcall Set RALS (int boardl D, Addr4882_t *
addrlist);

extern void _ stdcall Test SRQ (int boardl D, PSHORT result);
extern void _ stdcall TestSys (int boardl D, Addr4882 t *
addrlist, PSHORT results);

extern void __stdcall Trigger (int boardl D, Addr4882_t addr);
extern void _ _stdcall TriggerlList (int boardl D, Addr4882_t *
addrlist);

extern void __ stdcall Wit SRQ (int boardl D, PSHORT result);
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#endi f

#i fdef __ cplusplus

}
#endi f

#endif // DECL_32_H

JRRRRR R Rk ook oo oo/

// End of decl-32.h

JRRRRRR Rk R oo oo/
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9  Appendix C: CDF Analysis: Determining K (Matlab™ code)

% This programreads the data from an i nput

% file and extracts the spectrum anal yzer data
% The anplitude data is then used to construct
% a cdf and conpare it to a Rician.

% The Kol nogorov-Smrnov test is used

% to test for goodness-of-fit.

cl ear
fidl = fopen('dfiles/a35.txt’); % open data file

% parse input file
connectl = fgetl (fidl);

k = 0;

while ((feof(fidl)==0))
timel = fgetl (fidl);
if (timel(l) ~='D & feof(fidl)==0)
k = k+1;
[tlh,tenp] = strtok(timel,[':"]);
[tlmtenp] = strtok(temp,[':"]);
tls = strtok(temp,[":"1);

l ocl
anpl

fgetl (fidl);
fgetl (fidl);

whi | e(anmpl(1) ~= "a’)
locl = ampl;
anpl = fgetl (fidl);
end

[1tld,tenmp] = strtok(locl);

ltld = str2nunm(ltild(1:length(ltld)-1));
[lTtlmtenmp] = strtok(tenp);

[tim = str2nun(ltin(l:length(ltilm-1));
[Itls,temp] = strtok(tenp);

Itls = str2nun(ltls(1l:length(ltls)-1));
[trash,tenmp] = strtok(temp);
[Inld,tenmp] = strtok(tenp);

I nld = str2nun(lnld(1:length(lnld)-1));
[InNImtenmp] = strtok(tenp);

I nlm = str2nun(lnin(1l:length(lnlm-1));
[Inls,tenp] = strtok(tenp);

I nls = str2num(l nls(1l:1ength(lnls)-1));
[trash,tenp] = strtok(tenp);

altl = strtok(tenp);
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altl = str2num(altl);

lat1(k) = 1tld + 1t1nm 60 + |t1ls/3600;
lonl(k) = Inld + I n1lnf 60 + | nls/3600;
alt(k) = altl

[anpl, tenmp] = strtok(anmpl);
[ampl, tenp] = strtok(temp);
al(k) = str2num(tenp);

fregl = fgetl (fidl);
[freql,tenmp] = strtok(freql);
[fregl,tenp] = strtok(temp);
f1(k) = str2nun(tenp);

end
end
fprintf('finished with file\n’)
fclose(fidl);

power = 10.”7(al/10)*10”(-3); % change to volts
a = sqrt (power*50);
[n,x] = hist(a, 100);
n_norm = n/length(a);
cdf (1) n_norn(1);
for m= 2:1ength(n_norm
cdf (m = cdf(m1l) + n_normm;

end

X_sigma = std(a);

X_var = x_sigm’2;

x_sqrd = x."2;

X2_norm = x_sqrd/ (x_var);
X_norm = sqrt(x2_norm;

fprintf(’'finished with data\n’)
% Pl ot Rician curve

KdB = 6.808; % Rician parameter in dB
K = 107 (KdB/ 10);

zZ = X;
sigma = x_signg;

al pha = sqgrt (2*K);

onega = z/signg;

coeff = exp(-(onega.” 2+al pha*2)/2);

for m= 1:1ength(z)
tenp =
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for k = 0:40
tenmp = tenp + coeff(m*(al pha/omega(m )~k * ...
bessel i (k, al pha*onega(m ) ;
end
errdif
| = k;
oldtenmp = tenp;
newtenp = tenp;
while( (errdiff > 10"(-6)) )
I = 1+1;

1,

newtenp = ol dtenp + coeff(m*(al pha/ omega(m )"l * ...

bessel i (I, al pha*onmega(m);

errdi ff = abs(new enp-ol dtenmp);
ol dtemp = newt enp;

end

Qm = new enp;

if Qm > 1
Am =1

end

P(m = 1-Qm;

iter(m =1;

fprintf('# of iter = %\n,1I)
fprintf("m= 9%\n",m

end

Z_norm= x_norm

% Find average | ocation

avglat = sun{latl)/length(latl)
avglon = sun{lonl)/Iength(lonl)
avgalt = sum(alt)/length(alt)

pl ot (x_normecdf,’ k’,z_normP,’ k--")

axi s([m n(x_norn) max(x_norm 0 1])

yl abel (" probability <= z/sigm’)

title(’ COF curves : Experinental & Rician’)

| egend(’ Experinmental’,’ Rician')

gtext(['K =’ nunstr(KdB) ' dB'])

gtext (' a35.txt’)

gtext(’23rd & lowa (NE corner)’)

gtext ([' Mean signal level ="' nunkstr(nean(al)) ' dBni])

% Kol nogor ov- Sni rnov test
% D is based on max di stance between the
% experimental cdf and the theoretical cdf

D = max(abs(cdf-P));
samples = length(P);
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KStest = D*(sqrt(sanples) + 0.12 + 0.11/sqgrt(sanples))
gtext(['KS stat =’ nunRstr(KStest)])

print -dtiff graphs/cdf/a35
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10 Appendix D: Linear Regression: Path Loss and K (Matlab™ code)

% Li near regression
cl ear
Tx = 30 ; % transmt power in dBm
conf = 90; % choose only 80, 90, 95, 98 or 99
if conf == 80
ind = 1;
el seif conf == 90
ind = 2;
elseif conf == 95
ind = 3;
el seif conf == 98
ind = 4;
el se
ind = 5;
end
% di stances in km
xin = ([0.15 0.39 0.43 0. 34 0.85 ..
0.80 0.74 0.44 0.22 0.36 0.38 ..
0.45 0.64 0.80 1.14 1.01
0.84 0.80 0.30 0.12 .
0.13 0. 49 0.56 ..
0.40 0.91 0.40 1.04
0.93 0.68]);

X = 10*1 0g10(xi n);

% Received powers in dBm ( use Kin dB values for K test )
Rx = [-94.51 -96.99 -77.15 -99.5 -98.51 ...

-103.2 -110.9 -88.11 -70.53 -98.09 -103.4 ..

-93.61 -99.63 -109.2 -83.35 -122.3 ..

-117.6 -125.6 -100.1 -74. 28..

-68.19 -112. 3 -121.1 ..

-100.9 -90.85 -95.72 -93. 26

-125.7 -109. 2];

% y is the path |oss

y = TXx-Rx; % Rx when determ ning K

y

NN
> >

o
X< X

X < X
<
*
< NN
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tot = l engt h(x);
avg = nmean(x);
y _avg = nmean(y);
terml = sun(x2);
tern2 = sum(x)”"2/tot;
sl 2 = (terml-ternR)/(tot-1);
ternB8 = sun(xy);
termd = sun(x)*sum(y)/tot;

s_xy = (termB-termd)/(tot-1);

% slope of the lineis b
b =s xy/lsl 2 ;

% now find confidence interval

dof = length(x)-2;

if dof <= 30
t =[ 3.078 6.314 12.706 31.821 63.657;
1.886 2.920 4.303 6.965 9.925;
1.638 2.353 3.182 4.541 5.841;
1.533 2.132 2.776 3.747 4.604;
1.476 2.015 2.571 3.365 4.032;
1.440 1.943 2.447 3.143 3.707;
1.415 1.895 2.365 2.998 3.499;
1.397 1.860 2.306 2.896 3.355;
1.383 1.833 2.262 2.821 3.250;
1.372 1.812 2.228 2.764 3.169;
1.363 1.796 2.201 2.718 3.106;
1.356 1.782 2.179 2.681 3.055;
1.350 1.771 2.160 2.650 3.012;
1.345 1.761 2.145 2.624 2.977;
1.341 1.753 2.131 2.602 2.947;
1.337 1.746 2.120 2.583 2.921
1.333 1.740 2.110 2.567 2.898;
1.330 1.734 2.101 2.552 2.878;
1.328 1.729 2.093 2.539 2.861
1.325 1.725 2.086 2.528 2.845;
1.323 1.721 2.080 2.518 2.831
1.321 1.717 2.074 2.508 2.819;
1.319 1.714 2.069 2.500 2.807;
1.318 1.711 2.064 2.492 2.797;
1.316 1.708 2.060 2.485 2.787;
1.315 1.706 2.056 2.479 2.779:
1.314 1.703 2.052 2.473 2.771
1.313 1.701 2.048 2.467 2.763;
1.311 1.699 2.045 2.462 2.756:
1.310 1.697 2.042 2.457 2.750];
¢ = t(dof,ind);
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el se
[1.282 1.645 1.960 2.326 2.576];
t(ind);

end

(sumy2) - sum(y)”2/tot)/(tot-1);

s2_2 =
= (tot-1)*(s2_2 - b"2*sl_2);

qo

% Note : c increases the one-sided interval linearly
k = c*sqrt(q0/((tot-2)*(tot-1)*sl 2));

| owner
upper

b - k;
b+k;

% set up line object for cal cul ated sl ope

y int =y avg - b*x_avg
L x =[mn(x) max(x)];

L y(1) = b*L_x(1) + vy_int;
L y(2) = b*L_x(2) + y_int;

% Det erm ne standard devi ation

qgO0O=y - y.int - b*x; % gq_0 is the deviation fromthe nean
g = sun(qg_0."2);
sigma = sqrt(g/(length(x)-1));

sem |l ogx(xin,y,  k*,10.~(L_x/10),L vy, k')

axi s([0.1 max(xin)+1 mn(y)-10 max(y)+10])
title(’ Determination of Path Loss Exponent (ALL)’)
x| abel (" Di stance (km’)

yl abel (" Path Loss (dB)')

gtext(['n =" nunkstr(b)])

gtext(['sigma ="' nunstr(sigma) ' dB])

gtext(['[ * nunRstr(lower) ', ' nunRstr(upper) " 1'1)
gtext ([' Confidence level ="' nun2str(conf) "%])

print -dtiff graphs/pathloss/linreg
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11 Appendix E: Determination of NE for Specific Average BER (Matlab™ code)

% This programbuilds a table of required Eb/No for each K
% given a bit error rate requirenent

F R e
cl ear

lower = -10; % Must be an integer

upper = 29.99;

K step = 0.01;
KdB = | ower: K_st ep: upper;
BERreq = 107(-5); % required BER

K = 10. ~(KdB/ 10);
delta_eb = 1;

| ast 1
| ast 2

1;
0;

ol drow = O;

for p = 1: I|ength(K)
if p ==
Eb No dB = 44; %initial Eb/No estinate
lastl = Eb_No_dB;

elseif p == 2
Eb No_dB = lastl - delta_eb; %initial Eb/No estimate
el se
Eb No dB = lastl - delta eb; %initial Eb/No estimate
delta_eb = abs(lastl - last2);
end
accrcy = BERreq*107(-3); % BER accuracy
delta = 0. 1;
diff = 1;
olddir = 1;
newdi r = 1;
z =0
whil e (abs(diff) > accrcy)
z = z+1;

Eb_No = 107(Eb_No_dB/ 10);
mu_k = sqrt((Eb_No)/ (1+K(p)+Eb_No));
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al pha = sqgrt (K(p)/2)*(1-mu_K);
onega = sqrt(K(p)/2)*(1+mu_Kk);
coeff = exp(-(omegar2+al phan2)/2);
tenp = 0;

for k_cntr = 0:50
t enp=t enp+( al pha/ onega) *k_cntr. ..
* besseli (k_cntr, al pha*onega) ;
end

Q = coeff*tenp;
tenpl = 0.5*(1+mu_k)* ...
exp(-K(p)/2*(1+mu_k"2));
temp2 = tenmpl* ...
besseli (0, K(p)/2*(1-nmu_k"2));
avgBER = Q - tenp2;
di ff = avgBER - BERreq;
if (newdir ~= ol ddir)
delta = deltal/2
end
olddir = newdir;
i f( abs(diff) > accrcy )

if (diff > 0)
Eb _No dB=Eb No_dB+del t a;
newdir = 1;

el se

Eb No dB=Eb No_dB-delta;
newdir = -1;
end

end
end

fprintf(’ Nunmber of iterations = %\n’, z)
fprintf('Eb_No (dB) = %\n', 10*1 og10( Eb_No))
fprintf(’ average BER = %\ n’, avgBER)

row = floor(round(KdB(p)*100)/100) + abs(lower) + 1
tenpcol = nod(round(abs(KdB(p))*100), 100) ;
if KdB(p) < O
if tenpcol ==
tenpcol = 100
end
col

round(101 - tenpcol)
el se

col round(tenpcol + 1)

end
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newr ow = row,

if newow == oldrow & col ==
fprintf(’newow = oldrow : row = %\ n’, row)
pause

end

ol drow = newr ow,
ebno_a(row,col) = 10*1 ogl0O(Eb_No);
|last2 = | ast1;
last1l = ebno_a(row, col);
end

save ebno_BER nmat ebno_a
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12 Appendix F: Determination of NE for Specific Average PER (Matlab™ code)

R e

% This programbuilds a table of required Eb/No val ues

% for each K given a required BER which is translated into
% an equival ent packet error rate

R e R EE TR E TR
cl ear

lower = -10; % Must be an integer

upper = 29.99;

K step = 0.01;

KdB = | ower: K_st ep: upper;

BERreq = 10°(-5); % required bit error rate
p_size = 424; % packet size in bits
PERreq = 1-(1-BERreq)”"p_size; % equivalent packet error rate

K = 10. ~(KdB/ 10);
delta_eb = 1;

| ast 1
| ast 2

1;
0;

ol drow = O;

for p = 1: Ilength(K)

if p ==
Eb_No_dB = 30. 828; % initial Eb/No estimate
lastl = Eb_No_dB;
elseif p==2
Eb No_dB = lastl - delta_eb; %initial Eb/No estimate
el se
Eb No_dB = lastl - delta_eb; %initial Eb/No estimate
delta_eb = abs(lastl - last?2);
end
accrcy = PERreq*107(-3); % PER accuracy
delta = 0.1;
diff = 1,
olddir = 1;
newdi r = 1;

z = 0;
while (abs(diff) > accrcy)
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z = z+1,
Eb_No = 10"(Eb_No_dB/ 10);

F R R R R R LR R
gl ower = 0;
gupper = 20;
Z1 = [num2str((1+K(p))/Eb_No) "*'];
Z2 = [’ exp(-(gama*’ nunRstr(1+K(p)) '+ nunmlstr(K(p)*Eb_No) ];
Z3 = [")!" nunmRstr(Eb_No) ').*'];
if KdB < 230
Z4 = [’ besseli(0,sqrt((’ numRstr(4*(1+K(p))*K(p))
‘*gama)/’];
Z5 = [nun2str(Eb_No) ')).*'];
el se
b arg = ["sqgrt((’ nunRstr(4*(1+K(p))*K(p)) '*gana)/
nunstr(Eb_No) ')’'];
Z4 = ["exp(’ b_arg ')./sqrt(2*pi*’ b_arg ').*'];
t2 =["(12 +1./(8* b_arg ') + 9./(2*8"2*’ b_arg '."2)
+ 13
t3 = ['9*25./(2*3*8"3*" b_arg '."3) +'];
t4 = ['9*25%49./(2*3*4*8"4*’ b_arg '."4) ).*'];
Z5 =] t2 t3 t4];
end
Z6 ="' (1 - (1 - erfc(sqrt(gam)))."424)’;
Z =inline([Z21 z2 zZ3 74 75 Z7Z6],' gama’);
result = quad8(Zz, gl ower, gupper);
R e e

avgPER = result;

di ff = avgPER - PERreq;

if (newdir ~= olddir)
delta = delta/2

end

olddir = newdir;

if( abs(diff) > accrcy )

if (diff > 0)
Eb_No_dB=Eb_No_dB+del t a;
newdir = 1;

el se

Eb_No_dB=Eb_No_dB-del t a;
newdi r = -1;
end

end
end
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fprintf(’ Nunmber of iterations = %\n’, z)
fprintf(’Eb_No (dB) = %\ n’, 10*1 oglO( Eb_No))
fprintf(’average BER = %\ n’ , avgPER)

row = floor(round(KdB(p)*100)/100) + abs(lower) + 1
tenpcol = nod(round(abs(KdB(p))*100), 100) ;

if KdB(p) < O

if tenpcol ==

tenpcol = 100;

end

col = round(101 - tenpcol)
el se

col = round(tenpcol + 1)
end

new ow = row,

if newow == oldrow & col ==1
fprintf(’newwow = oldrow : row = %\ n’,row)
pause

end

ol drow = new ow,

ebno_a(row, col) = 10*1 0ogl0(Eb_No);
last2 = |l ast1;

last1l = ebno_a(row, col);

end

save ebno_ PER mat ebno_a
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13 Appendix G: Closing the Link for Average K and Path Loss (Matlab™ code)

I e e
% This programcal culates the required transnmit power

% necessary to close the Ilink for average receive power

% and average K value as a function of distance

cl ear

BERreq = 107(-5); % required average BER

X =[0.1:0.01:5]; % distance in km

xdB = 10*1 0gl0(x); % |og distance

awgn 10*1 0og10( (erfinv(1l-2*BERreq))”2)*ones(size(x));

rayl 10*1 0g10( (1- 2*BERreq) 2/ (1-(1-2*BERreq)"2) ) *. ..
ones(size(x));

region = 2;

if region ==
x_avg = -3.0701;
y_avg = 10*| ogl0( 4. 9092);
sl ope = -0.57032;

ebno_a(1l) = 20;
el seif region ==

X_avg = -3.6645;
y_avg = 10*1 0g10(10. 2758);
sl ope = -0.11166;
ebno_I (1) = 15;

el se
X_avg = -2.7573;
y_avg = 10*| 0gl0(2. 0847);
sl ope = -0.67997;
ebno_o(1l) = 20;

end

KdB = round( (sl ope*(xdB-x_avg)+y_avg) *100)/ 100;
% Determine required Eb/No for each K

| oad ebno_BER. nat ;
for j_cntr = 1:1engt h(KdB)
found = 0;
if KdB(j_cntr) < -10
ebno(j _cntr) = 44; % 30.8 for 1 ATMcell PER
equi v
found = 1;
end
if KdB(j_cntr) > 29.99
ebno(j _cntr) = 9.6;
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found = 1;
end
if found == 0

row = floor(round(KdB(j _cntr)*100)/100) + 11;
tenpcol = nod(round(abs(KdB(j_cntr))*100), 100) ;
if KdB(j_cntr) <O
if tenpcol ==
tenpcol = 100;

end

col = round(101 - tenpcol);
el se

col = round(tenpcol + 1);
end

ebno(j _cntr) = ebno_a(row, col);
end

end
fprintf(’ Got the Eb/No regs\n’)

I I I
% Find required transmt power

I e e
Rd = 1*1076; % data rate

Rd_dB = 10*1 og10( Rd);

M= 0; % link margin (dB)

& = 8; % Tx antenna gain (dB)

k = -228.6; % Boltzman's constant (dB)

G = 0; % Rx antenna gain (dB)

Lc = 3; % Cable | oss (dB)

lc = 10"(Lc/10);

Fr = 5; % Rx noise figure (dB)

fr = 10~(Fr/10);

Ta = 290; % Antenna tenp

TI = 290; % Cable tenp

Tr = 290*(fr-1);

Ts = 10*1 0gl0(Ta + TI*(lc - 1) + Tr*lc);

X_los = -3.6645;

y_los = 115. 2740;

| os_slope = 2.232;
Ls_los = | os_sl ope*(xdB-x_| 0s)+y_| os;
ERP req = ebno + Rd_dB+ M + Ls los + k - G + Ts;

% Mul ti-path gain for 2-ray nodel
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hl = 20;

h2 = 2;

dR = sqgrt((h2+hl1l) *2+x.72) - sqgrt((h2-hl)"2+x."2);
%si = atan((hl1+h2)/x);

gamma = -1; % perfect reflection

rho = abs(gamma);

phi = -angl e(gamm);

| anbda = 378/5. 8"9;
gm= 1 + 2*rho. *cos((2*pi *dR)/ | anbda+phi) +rho."2;
Gm = 10*1 og10(gm ;

Pt _2ray = ERP_reqg-Gm

% Determ ne avail abl e ERP

el enents = 6;

Pper El ement = 30 ; % dBm

Pavail = 10*1 0gl0((el enments * 10.~(PperEl enent/10))/1000) + G; %
dBW

sem | ogx(x, ERP_req, ' k--",x,Pt_2ray, k')

axi s([mn(x) max(x) mn(Pt_2ray - 5) max([max(Pt_2ray +5)
Pavail]) +5])

title(’' Required Effective Radi ated Power (LCS) : BER = 107-75")
x| abel (" Di stance (km’)

yl abel (" ERP (dBW ')

line([mn(x) max(x)], [Pavail Pavail])

text (0.12,35,[' Avail abl e ERP nunlstr(Pavail) ' dBW])

text (0. 15, 30, [’ Power/ el enent nunstr (PperEl ement) ' dBni])
text (0.15,25,’6 antenna el enents’)

text(0.15,20,['& =" nunstr(&) ' dB])

| egend(’ Power Law Model ' ,’ Two- Ray Model ')

text(0.2,70,[' Rd " nunRstr(Rd/ 10"6) ' Mops’'])
text (0.2,65,[" Fr " nunmkstr(Fr) ' dB])
text(0.2,60,[' G " nunmkstr(G) ' dB])

print -dtiff graphs/closelink/c_Ink_ex
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14 Appendix H: Determination of Correlation Coefficient (Matlab™ code)

% Calculate correlation coefficient for K and shadow ng

% colum 1 is K, columm 2 is shadow ng

all _mat = 3.5 12.7574; %1
4.4 1.0372; % 2
18.7 -20.2539; %3
3.7 5. 5862; % 4
10 -9.0212; % 6
5 -3.4303; %7
-2 5. 4284; % 8
6.9 -9.6355; %9
13.6 -16.9144; % 10
6.5 3. 3267; % 11
-1 7.8332; % 12
11.8 -4.4695;, %13
6 -3.6840; %14
-1 2.5697; % 15
13.5 -28.5438; % 16
1 12.2056; % 17
-0.6164 10.2447, %19
-2 18.9697; %21
5 8. 0463; % 22

10.94 -4.1564; % 23
12.91 -11.4359; % 25
-1.7 12.9549; % 28
-9 19.7704; % 30
-0.7 4.57009; % 31
13 -17.6949; % 32
4 -0.6091; %33
6.808 -17.2694; % 35
3.77 16.8320; % 37
- 0. 6435 4.9850 ]; % 38

allcorr = corrcoef(all_mat); % correlation coefficient
plot(all_mat(1:29,1),all_mat(1:29,2), k*")

title(’ Determination of Correlation - ALL’)

xl abel (" K (dB) ")

yl abel (' shadowi ng (dB about nean)’)

gtext(['rho =’ nunRstr(allcorr(2,1))])

print -dtiff graphs/correlation/allcor
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15 Appendix I: Determination of Percent Coverage Area (Matlab™ code)

I i
% Determ nation of percent coverage area

R e
cl ear

R R

% ERPs to be checked
ERP v = [10 20 30 40]; % dBW

for erp_cntr = 1:1ength(ERP_v) % For |oop for erps

% di stances to be checked

r = 0.01:0.01: 2. 01;
r_dB = 10*1 ogl0(r);

10 SR

R I

% Paraneters for |ink calculation

Rd = 10”6; % data rate

Rd_dB = 10*1 og10(Rd);

M= 0; % link margin (dB)

k boltz = -228.6; % Boltznan's constant (dB)
Lc = 3; % Cable | oss (dB)

lc = 10" (Lc/ 10);

Fr = 5; % Rx noise figure (dB)
fr = 10~(Fr/10);

Ta = 290; % Antenna tenp

TI = 290; % Cable tenp

Tr = 290*(fr-1);

Ts = 10*1 0gl0(Ta + TI*(lc - 1) + Tr*lc);
e I

VBt TR HHH T HH A R
% Section to be changed for each case (LGS, OBS, ALL)

% Find average receive power at the given distances

ERP = ERP_v(erp_cntr);
pl _exp = 3.422; % (LOS 2.232) (OBS 3.8108) (ALL 3.422);



224

pl int = 139.9465; % (LOS 123.4530) (OBS 147.4042) (ALL 139.9465)
sP = 12.4788; % (LOS 9.0272) (OBS 8.1661) (ALL 12.4788);
muP = ERP - (pl_exp*r_dB + pl __int);

% Find average K at the given distances

K exp = -0.57032; % (LOS -0.11166) (OBS -0.67997) (ALL -0.57032)
Kint = 3.1583; % (LOS 9.8666) (0OBS 0.2099) (ALL 3.1583);

sK = 6.0958; % (LOS 5.5547) (OBS 4.4164) (ALL 6.0958);

muK = K_exp*r_dB + K_int;

R L R R LR

R LR R R

% Correlation coefficient

rho = 0.8427; % (LOS 0.88327) (OBS 0.6622) (ALL 0.8427)
VetHH# HH HEHHHH R BHBHBHBHBH BB R R R A A AR AR H
for i_cntr = 1:length(r) % |oop for radius

fprintf(’\nCorrelated -- ALL\n\n')
fprintf("ERP is %\n’, ERP_v(erp_cntr))
fprintf('radius is %@\n' ,r(i_cntr))

% Determine Ks to be used at a specific distance
delta K = 1;

KdB = floor(100*(muK(i _cntr) - 3*sK))/100 :delta_K
cei | (100*(muK(i _cntr)+3*sK))/100;

fprintf(’ Got the Ks\n')
R R R R R

% Determine required Eb/No for each K

| oad ebno_PER. nat ;
for j_cntr = 1:1engt h(KdB)
found = O;
if KdB(j_cntr) < -10
ebno(j _cntr) = 30.8; %30.8 for 1 ATMcell PER
equi v
found = 1;
end
if KdB(j_cntr) > 29.99
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ebno(j _cntr) = 9.6;
found = 1;

end

if found == 0

row = floor(round(KdB(j_cntr)*100)/100) + 11;
tenpcol = nod(round(abs(KdB(j_cntr))*100), 100) ;
if KdB(j _cntr) <O
if tenpcol ==
tenpcol = 100;

end

col = round(101 - tenpcol);
el se

col = round(tenmpcol + 1);
end

ebno(j _cntr) = ebno_a(row, col);

end
end
fprintf(’ Got the Eb/No reqgs\n’)
PR R R LR
R e R T

% Determine required receive power |evel

gamma_req = ebno + Rd_dB + M+ k _boltz + Ts;

R e e
% for loop for integration over each K

fprintf(’ Nunber of integrations is %d\n',length(gama_req))
for j_cntr = 1:1engt h(KdB)

if (mod(j_cntr,100) == 0)
fprintf('j_cntr is %\n',j _cntr);
end

Pr upper
Prl ower

muP(i _cntr) + 3*sP;
ganme_req(j _cntr);

i f Prupper > Prlower

Z1 = ["exp((-1/(2*(1-' nunm@str(rho) '72)))*'1;
Z2 = ["(((Pr-" nunm2str(muP(i_cntr)) *).”2/" ];
Z3 = [nunstr(sP) '~2)-((2*" nun@str(rho) '*'];
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z4 = [ (Pr-" nungstr(nmuP(i _cntr)) *).*("];

Z5 = [ nunRstr(KdB(j _cntr)) '-' nunRstr(rmuK(i_cntr))];
26 = [ "))/ (" nungstr(sP) **'];

Z7 = [ nungstr(sK) ")) +((" nun@str(KdB(j _cntr)) *-* J;
Z8 = [nun2str(nmuK(i _cntr))];

Z9 = [ ")."2/ (" nungstr(sK) "72))))"] ;

Z10 = ['/(2*pi*’ nunRstr(sP) '*' nunRstr(sK) ];

Z11 = ['*(sgrt(1-' nunRstr(rho) '7*2)))’];

Z =inline([21 22 7Z3 z4 725 76 Z7 Z8 Z9 Z10 Z11],' Pr’);

result quad8( Z, Prl ower, Prupper);

el se

resul t 0;

end

f _PandK(j _cntr) = result;
end

% ----- End of for integration for each Kinterval --------------
fprintf(’ Done integrating\n)

% Calulate probability of closing the link for a

% specific distance

P _closed(erp_cntr,i_cntr) = delta K sun(f_PandK);

% -------- End of for closing link at each distance ----------

% Cal cul ate percent coverage area using each distance
% as a cell boundary

term(1) = r(1)"2*P_cl osed(erp_cntr, 1);
for mcntr = 2:1ength(r)

term(mecentr) = (r(mcntr)”2 - r(mecentr-
1)~2)*P_cl osed(erp_cntr, mecntr);
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end
for n_cntr = 1:1ength(r)

fraction(erp_cntr,n_cntr) = sumterm(l:n_cntr))/r(n_cntr)”"2;
end

end % end of ERP | oop

Pc_P_A corr = P_cl osed;
Frac_P_A corr = fraction;

Pc_P_A corr

. mat
.mat Frac_P_A corr

sem | ogx(r,fraction(l,:)*100,r,fraction(2,:)*100, ...
r.fraction(3,:)*100,r,fraction(4,:)*100)

grid on

title('Percent Coverage Area : ALL")
xlabel('Cell boundary (km)")

ylabel('% coverage")

gtext('K and Pr correlated’)

gtext((ERP ="' num2str(ERP_v(1)) ' dBW')
gtext([num2str(ERP_v(2)) ' dBW')
gtext([num2str(ERP_v(3)) ' dBW')
gtext([num2str(ERP_v(4)) ' dBW')

%print -deps -tiff graphs/cov2
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16 Appendix J: Test for Normality (Matlab™ code)

% Craner-Von Mses Test for Goodness of fit
cl ear

% x is the vector of values ( K deviation or shadow ng)

X = [ -4.3572 -1.0905 13.4513 -2.1304 6.43982 1.2890 ..
-5.9041 1.7082 6.6914 0.8112 -6.5549 6.6639 ..
1.7363 -4.7110 10.6662 -2.1336 -4.2065 -5.7110 ..
-1.404 2.5301 4.6983 -6.6252 -13.5944 -6.1278 ..
9.6081 -1.4278 3.7469 0.4320 -4.7570 ];

X = sort(x);

n = length(x);

m = mean(x);

s = std(x);

w = (X-m/s;

cdf (1) = 1/n;

for k = 2:n
cdf (k) = cdf (k-1)+1/n;

end

z =1- 0.5%*erfc(wsqrt(2));

for k = 1:n
W =W + (z(k) - (2*k-1)/(2*n))"2
end
W =W + 1/(12*n);
Wenod = W2*(1+0.5/n);

x1 = -15:0.1:15;
wl = (x1-m/s;
z1 =1 - 0.5%*erfc(wl/sqrt(2));

pl ot (x, cdf,’ k*',x1,z1, k')

title(' CDF of K deviation)

x|l abel (" K devi ati on about the nean (dB)’)
yl abel (' probability <= abscissa’)

text(-10,0.9,['CGvMstat = ' nunstr(Wnod)])
text(-10,0.8,['"Mean = ' nunkstr(nm) ' dB'])
text(-10,0.7,['Sigma = ' nunRstr(s) ' dB])

Y%print -dtiff graphs/|ogn_Kdev
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17 Appendix K: Construction of Bivariate Gaussian Graph (Matlab™ code)

cl ear

r = 0.4, % distance to be checked in km
r_dB = 10*1 ogl0(r);

OB - - - s e e

% Paraneters for |ink calculation

Rd = 10"6; % data rate

Rd_dB = 10*l 0g10( Rd);

M= 0; % link margin (dB)

k_ boltz = -228.6; % Boltzman’s constant (dB)
Lc = 3; % Cable | oss (dB)

lc = 10~(Lc/ 10);

Fr = 5; % Rx noise figure (dB)
fr = 10~ (Fr/10);

Ta = 290; % Antenna tenp

TI = 290; % Cable tenp

Tr = 290*(fr-1);

Ts = 10*1 0gl0(Ta + TI*(lc - 1) + Tr*lc);

R I

Vot Ht R HHH B H R HHH B R P H R R HH R R A R R R R R R R R R
% Section to be changed for each case (LGS, OBS, ALL)

R R R
% Find average receive power at the given distances
ERP = 10;

pl _exp = 3.422; % (LOS 2.232) (0OBS 9.0272) (ALL 3.422);

pl _int = 139.9465; % (LOS 123.4530) (OBS 147.4042) (ALL 139. 9465)
sP = 12.4788; % (LOS 9.0272) (OBS 8.1661) (ALL 12.4788);

muP = ERP - (pl _exp*r_dB + pl __int);

% Find average K at the given di stances
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Kexp = -0.57032; % (LGOS -0.11166) (OBS -0.67997) (ALL -0.57032)
Kint = 3.1583; % (LOS 9.8666) (OBS 0.2099) (ALL 3.1583);

sK = 6.0958; % (LOS 5.5547) (OBS 4.4164) (ALL 6.0958);

muK = K exp*r_dB + K.int;
I e I
R R T

% Correlation coefficient

rho = 0; % (LOS 0.88327) (OBS 0.6622) (ALL 0.8427)

VSt H it HEt H U H SRR R B B H B H AR R H R R R R R R R R R R T
% Determne Ks to be used at a specific distance

delta K = 1;

KdB = floor(100*(muK - 3*sK))/ 100 :delta_K:
cei |l (100* ( nuK+3*sK))/ 100;

fprintf(’ Got the Ks\n')
R e R R

% Determ ne required Eb/No for each K

| oad ebno_BER. nat ;
for j_cntr = 1:1ength(KdB)
found = 0;
if KdB(j_cntr) < -10
ebno(j_cntr) = 44; 9%30.8 for 1 ATMcell PER
equi v
found = 1;
end
if KdB(j_cntr) > 29.99
ebno(j _cntr) = 9.6;
found = 1;
end
if found ==

row = fl oor(round(KdB(j_cntr)*100)/100) + 11;
tenpcol = nod(round(abs(KdB(j _cntr))*100), 100) ;
if KdB(j _cntr) <O
if tenmpcol ==
tenpcol = 100;

end

col = round(101 - tenpcol);
el se

col = round(tenpcol + 1);
end

ebno(j _cntr) = ebno_a(row, col);
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end
end
fprintf(’ Got the Eb/No reqs\n’)
R e
R e I i I

% Determ ne required receive power |evel

gamma_req = ebno + RAd_dB + M+ k_boltz + Ts;

DR e i
% ________________________________________

% Determ ne range of random vari abl es

x = -20:0.5:30;

x = x(ones(1,length(x)),:);

y = x*2-110;

y =V’

sX = skK;

sy = sPb;

mK = nuK(1);

nmy=nuP(1);

R

% calulate bivariate gaussi an pdf for each point

z = 1/ (2*pi *sx*sy*sqgrt(1 - rho”2))*exp(-1/(2*(1 - rho™2)) ...
*(((x - m)/sx)."2 + ((y - my)/sy).”2 - 2*rho*(x - nx).*(y -

ny)/sx/sy));

% 3-D plot the pdf

mesh(x,y, z)

set(gca,’ xlim,[-20 30], ylim ,h[-150 -60])

% Plot required receive power

no_of lines = 10;

for j = 1:no_of _lines

hol d on

pl ot 3( KdB, gama_r eq, ones(1, | engt h(KdB)) *0. 00175*(j -
1)/no_of lines, k', linewi’, 2)

end
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title(’Bivariate Gaussian PDF : rho = 0)
x| abel (" K (dB) ")

yl abel (" Recei ve Power (dB)’)

zl abel (" f (K, Recei ve Power)’)

vi ew( - 15, 30)

text (-20,-65,0.0023," All Locations’)

text (- 20, -65, 0.0020,’' Di stance = 400 m)
text (-20,-65,0.0017," ERP = 10 dBW)

text (-20,-65,0.0014, ' Data Rate = 1 Mops’)
text(-20,-65,0.0011,' Fr = 5 dB")

t ext (- 20, - 65,0.0008," BER = 10"-75")

text (17, -125,0.0018, ' Receive Threshol d’)

print -dtiff graphs/jointpdf/clr_in400

col or map(gray)
print -dtiff graphs/jointpdf/bw_i n400
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18 Appendix L: Difference of Two Independent Gaussians

Let Y = X, + X,, where X; and X, arte independent, Gaussian random vatiables with
means [, 4, and variances 07, 05, respectively. It is well known that the distribution

for Y is a Gaussian with mean i, + U, and variance 07+ 0. To find the difference of

two independent Gaussians, it is only necessary to make a simple substitution.

Let X, =—Xj;. Since only the signs of the possible outcomes have changed, the
vatiance remains the same and the mean changes sign. The distribution of X; is then
Gaussian with 1, ==, and 0 =07, Since Y = X, + X, = X, = X5, Y is Gaussian

with mean g, = l, + fi, = li; — ld; and vatiance 0> =0 +05 =g} +07},

The pdfs of Y can then be written as:

Y =X, +X,,
O - 20
L (x) = 1 o LY (ﬂiwi)]
\/ZBTﬂ0'12+0'22) ] 2|]0-1+0-2) ]
Y =X, -X,,
O - - 20
fy(xi;xz): W [y (/'11 /’12)]

J20ro? +o?) 0 20o;+03) O
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19 Appendix M: Abbreviations and Acronyms

BER Bit Error Rate

CDF Cumulative Distribution Function

DSP Digital Signal Processing

ERP Effective Radiated Power

FCC Federal Communications Commission
GPS Global Positioning System
HIPERLAN High Performance Local Area Network
ISM Industrial, Scientific and Medical

LAN Local Area Network

LOS Line Of Sight

OBS Obstructed

pdf Probability Density Function

PER Packet Error Rate

QoS Quality of Service

RDRN Rapidly Deployable Radio Network
U-NII Unlicensed National Information Infrastructure
WATM Wireless Asynchronous transfer Mode
WLAN Wireless Local Area Network

WLL Wireless Local Loop
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20 Appendix N: Measurement System Operation

Start Retki Land Navigation from the program group. The GPS navigation window will
appear. The map software was never loaded so don't be concerned that the window
consists only of the toolbar with nothing in the workspace. Click on the GPS
enable/disable icon. Once the receiver is enabled, click on the GPS information icon.
This will open the window that gives all of the status information for the receiver. When
the receiver is first enabled, the status window will show 0D Acquiring Satellites. As the
satellites are located, the status will change. Once the receiver locates and is able to track
four satellites, the status will become 3D Navigating. This means that the location data is
valid for latitude, longitude and altitude. Once the receiver is navigating, close the
information window and make the main window an icon. Run from the command line,
combol.exe out.txt cfreq span reflevel, where combol.exe 1s the data collection program, ozut./xt
1s the output file name, ¢freg 1s the center frequency, span is the initial span used by the
spectrum analyzer and reflevel 1s the reference level to be used by the spectrum analyzer.
When the program 1s finished collecting data, the user will be prompted with .4/ done-press
any key to finish program. The window will close and the data can be found in the output file

specified on the command line.

The estimated time for the progtam to tun is about one sample/second. This can be
increased to four samples/second if the spectrum analyzer is not run in zero span.
Although the spectrum analyzer can actually operate faster than this, the time it takes for

the spectrum analyzer to send the data to the laptop is about 200 mS.



