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Overview

• Introduction

• ENABLE Architecture

• Scalability Issues in the ENABLE Service

• Aggregation Schemes Implemented

• Results and Evaluation

• Summary & Future Work
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Introduction

• Ever-growing increase in the size of networks and 

speed of the Internet backbone

• Need for networks to function well

• Distributed applications unable to take advantage of 

high-speed networks

• The Focus: To implement a network monitoring 

infrastructure to improve the performance of 

distributed applications
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What is ENABLE ?

• Enhancing of Network-Aware Applications and 

BottLeneck Elimination

• Why “ENABLE” ?

• Enables clients to achieve much higher throughput from a 

data server

• What does “Network-Aware”  mean ?

• Applications that adjust their resource demands in response 

to changes in resource availability
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INTERNET
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Scalability Issues in the ENABLE Service

• To time out clients from the database if the server 

does not get a connection from a client for a 

particular period of time

• Controlling the tests frequency

• To reduce the amount of redundant testing between 

the server and client hosts

• A singlePipechar test uses approx. 100 Kbits/sec

• To define Aggregation techniques
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• Simple, user-level tool

• Probes the network to 
find out a bottleneck link

• “Sender-only” network 
probing program

• Reports Bandwidth and 
RTT information

• Reports two kinds of 
Bandwidth metrics
- Capacity of the link

- Available Bandwidth

Pipechar
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Looking Glass Server

• Gives routing information with regard to network 

prefixes in question

• Useful in resolving Internet operational problems 

like connectivity and routing

• Deployed by a network-provider

• Provides a subset of common router commands

• Publicly accessible
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Aggregation Schemes Implemented

• Aggregation based on Subnet Information

• Aggregation based on AS Number and
Traceroute Information

• Aggregation based on AS Number and Ping 
Statistics
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Aggregation Schemes Implemented

• Aggregation based on Subnet Information

• Aggregation based on AS Number and 
Traceroute Information

• Aggregation based on AS Number and Ping 
Statistics
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• Simplest of the 3 

schemes proposed

• IP Addresses of client 

hosts are stored in a 

configuration file

• Subnet found using 

Looking Glass Server

Host IP
Address

Determine
Subnet

Subnet in
Database?

Yes

Assume Same
BottleNeck

No

Conduct
PipeChar Test

No PipeChar
Test

Loop Begin

Loop End

Store Subnet
Info in

Database

Aggregation Based on Subnet Information
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Aggregation Schemes Implemented

• Aggregation based on Subnet Information

• Aggregation based on AS Number and
Traceroute Information

• Aggregation based on AS Number and Ping 
Statistics
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Aggregation based on AS Number and Traceroute Information

• AS Number found using 

Looking Glass Server

• Traceroute test 

conducted

• Database contains 

already existing 

bottlenecks

Host IP
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Aggregation Schemes Implemented

• Aggregation based on Subnet Information

• Aggregation based on AS Number and
Traceroute Information

• Aggregation based on AS Number and Ping 
Statistics
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Aggregation Based on AS Number and 
Ping Statistics Host IP

Address

Determine AS
Number

AS NO in
Database?

Yes

Assume Same
BottleNeck

No

No PipeChar
Test

Loop Begin

Loop End

Loop for all
Hosts with
same AS

End AS Loop

?
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NO

Conduct
PipeChar
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Hypothesis Testing Procedure:  Z Test

• No. of pings conducted for host 1 and host 2 = 100

• Ping Times: Host 1 = X1to X100 & Host 2 Y1 to Y100 

• X and Y samples are independent of one another

• Ping times are assumed to be of normal distribution

• Null Hypothesis: H0 : µ1 - µ2 = ∆0

• µi: Mean Ping time of host i ( i = 1,2 )

• ∆0 : Null value of the difference in population means

• ∆0 = 0, Hence null hypothesis becomes: µ1 = µ2

• Hypotheses are: H0 : µ1 - µ2 = 0 

Ha : µ1 - µ2 ≠ 0
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• Motivation for choice of a Test 

statistic

- To decide between H0 and Ha

• Test statistic 

• Define α = 0.01
- Type 1 error probability

• Type 1 error probability 

- Rejecting H0 when H0 is true

nm
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21

σσ
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+

−=

Aggregation Based on AS Number and Ping Statistics

• Compute Zα /2 = 2.57

• If Z < Zα /2 , then H0 is 

accepted

- Mean Ping times of the 2 

hosts are equal 

• If Z >= Zα /2 , then H0 is 

rejected

- Mean Ping times of the 2 

hosts are NOT equal
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Testing Environment

• Tested in an environment similar to the ENABLE 

service

• Run from 2 different hosts:

• Host at EDC (Eros Data Center) – 192.41.204.5

• Host at ITTC – 129.237.126.172

• IP addresses of client hosts stored in a config file
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Results and Evaluation

• Results - Based on Subnet scheme

• Results - Based on AS Number & Traceroute
scheme

• Results - Based on AS Number & Ping 
Statistics scheme
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No194.183.224.0/19 194.183.224.110 

No204.202.128.0/19 204.202.132.25 

No192.150.14.0/24 192.150.14.104 

No66.218.64.0/20 66.218.71.87 

No194.183.224.0/19 194.183.224.114 

Yes204.202.128.0/19 204.202.132.15 

No192.150.14.0/24 192.150.14.110 

Yes194.183.224.0/19 194.183.224.106 

No66.218.64.0/20 66.218.71.81 

Yes192.150.14.0/24 192.150.14.120 

No198.133.219.0/24 198.133.219.25 

No66.218.64.0/20 66.218.71.77 

Yes66.218.64.0/20 66.218.71.83 

Yes198.133.219.0/24 198.133.219.125

Pipechar Test 
Required?

Subnet IP Address 

Results of Test 1 (EDC Host) & Validation
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No204.202.128.0/19 204.202.132.19 

No64.58.76.0/22 64.58.77.41 

No216.136.128.0/22 216.136.130.54 

No204.202.128.0/19 204.202.132.25 

Yes204.202.128.0/19 204.202.132.15 

No216.136.128.0/22 216.136.131.83 

Yes64.58.76.0/22 64.58.76.224 

Yes216.136.128.0/22 216.136.131.71 

Pipechar Test 
Required?

Subnet IP Address 

Results of Test 2 (ITTC Host) & Validation
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Results and Evaluation

• Results - Based on Subnet scheme

• Results - Based on AS Number and
Traceroute scheme

• Results - Based on AS Number and Ping 
Statistics scheme
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Results of Traceroute Test
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Results Validation

• Pipechar tests 

conducted to verify 

actual bottlenecks
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Results and Evaluation

• Results - Based on Subnet scheme

• Results - Based on AS Number and
Traceroute scheme

• Results - Based on AS Number and Ping 
Statistics scheme
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Results of Ping Stats. Test 1 - ITTC Host

Test 1 (a) ITTC Host .. Different Time Test 1 (b) ITTC Host .. Different Day
192.65.185.145 &  192.65.185.2 is 0.99 192.65.185.145 &  192.65.185.2 is 0.74
192.65.185.33 & 192.65.185.2 is 1.91 192.65.185.33 &  192.65.185.2 is 1.77
194.25.7.252 & 192.65.185.2 is 8.76 194.25.7.252 & 192.65.185.2 is 10.97
192.65.185.40 & 192.65.185.2 is 1.97 192.65.185.40 &  192.65.185.2 is 1.43

Results Based on AS Number and Ping Statistics

Test 1 : ITTC Host
192.65.185.145 &  192.65.185.2 is 0.79
192.65.185.33 &  192.65.185.2 is 1.48
194.25.7.252 &  192.65.185.2 is 4.14

Z 
Factor

Z 
Factor

192.65.185.40 &  192.65.185.2 is 1.65

             IP Address               AS Number        Pipechar Test Required? 
192.65.185.2                              3320                                             Yes 
192.65.185.145                          3320                                              No 
192.65.185.33                            3320                                              No 
194.25.7.252                              3320                                             Yes 
192.65.185.40                            3320                                              No 

Zα /2 = 2.57
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• Pipechar tests 

conducted to verify 

actual bottlenecks

• Script was run at 

different times and 

on different days

• Results consistent

Results Validation
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Results of Ping Stats. Test 2 - ITTC Host

Test 2 (a) ITTC Host .. Different Time Test 2 (b) ITTC Host .. Different Day
 216.136.226.6 &  216.136.131.71 is 6.24 216.136.226.6 &  216.136.131.71 is 6.89
 216.136.129.1 &  216.136.131.71 is 2.41 216.136.129.1 &  216.136.131.71 is 2.53
 216.136.130.54 & 216.136.131.71 is 0.14 216.136.130.54 & 216.136.131.71 is 0.47

Z 
Factor

Z 
Factor

 216.136.130.54 & 216.136.131.71 is 2.49

Results Based on AS Number and Ping Statistics

Test 2 : ITTC Host
 216.136.226.6 &  216.136.131.71 is 5.69
 216.136.129.1 &  216.136.131.71 is 3.43
 216.136.129.1 &  216.136.226.6 is 1.01

                            IP Address                  AS Number            Pipechar Test Required? 
216.136.131.71                          10310                                     Yes 
216.136.226.6                            10310                                     Yes 
216.136.129.1                            10310                                      No 
64.58.77.41                                17110                                     Yes 
216.136.130.54                          10310                                      No 

Zα /2 = 2.57
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Results Validation

• Pipechar tests conducted 

to verify actual 

bottlenecks

• Inconsistent with 

algorithm decision for 

host 216.136.226.6

• 64.58.77.41 being in 

different AS Number, the 

bottleneck was different
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Results of Ping Stats. Test 3 - EDC Host

Test 3 : EDC Host
64.14.118.212 & 209.1.169.197 is 0.22
216.34.183.97 & 209.1.169.197 is 80.99
216.35.210.126 & 209.1.169.197 is 1.45

Results Based on AS Number and Ping Statistics

IP Address                              AS Number                           Pipechar Test Required? 
209.1.169.197                           3967                                          Yes 
64.14.118.212                           3967                                           No 
216.34.183.97                           3967                                          Yes 
216.35.210.126                         3967                                           No 

Z 
Factor

Zα /2 = 2.57



University of KansasSlide 31 of 35

• Pipechar tests conducted to 

verify actual bottlenecks

• No distinct bottleneck

• Hops 3 through 13 equally 

congested for all hosts

• Inconsistent with algorithm 

decision for 216.34.183.97

Results Validation
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Performance Comparison
• Trade-off between precision and scalability

• Aggregation based on Subnet information
• Simple method of aggregation

• Useful for hosts that belong to internal networks

• Extent of aggregation is limited

• Aggregation based on AS number and Traceroute 
• Useful for hosts in the wide-area

• Precise and highly scalable

• Aggregation based on AS number and Ping
• Useful for hosts in the wide-area (particularly for hosts in the same AS)

• Certain loss of Precision, but highly scalable
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Summary
• Aggregation Techniques proposed and implemented

• Aggregation based on Subnet information

• Aggregation based on AS number and Traceroute information

• Aggregation based on AS number and Ping Statistics

• Redundant testing reduced

• Not completely  eliminated
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Future Work

• Estimate the efficiency of each aggregation 

scheme

• Choice of Aggregation schemes to be 

determined

• Needs to be deployed in the actual ENABLE 

service
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Questions ?
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Q & A

• Z(alpha/2) formula ?
• Alpha/2 is used because it’s a two-tailed test ie, we r checking if the 

obtained Z value is greater than alpha/2 or less than (-alpha/2)

• Alpha/2 = Q(Z)

• Z = Q inverse (alpha/2)

• Q(Z) = ½ erfc (Z/sqrt(2))

• Why r u doing this Z test ?
• To check if the mean of the 2 populations are equal

• Why r u using a two-tailed test ?
• To check for equality and unequality


