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Abstract

Recent advances in fiber optics technology have enabled extremely high-
speed transport of different forms of data, on multiple wavelengths of an opti-
cal fiber, using Dense Wavelength Division Multiplexing (DWDM). It has now
become possible to deploy high-speed, multi-service networks using DWDM
technology. Many transport network architectures that employ advanced fiber
optic technology have been proposed. One such architecture being developed
at the University of Kansas is the Service Independent Access Point (SIAP).
When multiple services with varying requirements are transported over an Op-
tical Wide-Area Network (O-WAN), it is important to ensure the survivability
of each service, and to ensure fast restoration in the event of a failure.

This work addresses the issue of survivability of multi-service networks by
developing a generalized framework for evaluating the efficiency of different
restoration schemes in terms of the restoration time and the spare capacity re-
quirement. A mathematical representation of the degree of network survivabil-
ity in terms of the capacity to be restored, link distances and restoration time,
is given. In particular, restoration at the WDM, SONET, ATM and IP levels are
considered.

The algorithm is applied to an example network topology, and different ap-
proaches to restoration are compared. Service-oriented survivability - where
the restoration action is performed by the affected service - and Transport-
oriented survivability - where the restoration action is performed at the trans-
port layer where the failure originates - are compared. The relative advantages
of using a service-independent networking architecture over a traditional lay-
ered architecture are also shown. Recommendations based on the result of our
comparison are made - these recommendations are generally applicable, al-
though they are derived from the analysis of the example network that is con-
sidered in this work.
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Chapter 1

Introduction

1.1 Motivation

Fiber Optic systems, which support data transport over multiple wavelengths,

using Wavelength Division Multiplexing (WDM), have made it possible to re-

alize extremely high bandwidth telecommunication systems. The growth po-

tential of such advanced multiwavelength photonic systems is large, and the

capacity is currently constrained only by the termination equipment used. Op-

tical technologies have been employed in the physical layer for some time. Re-

cent advances in WDM technology have enabled multiple wavelengths on a

single optical fiber. This, in turn, has enabled the use of WDM in the path layer,

and not constrained it to simply physical layer functions. Optical multiplexing

and routing techniques are used to reduce electronic processing bottlenecks

and to allow a more efficient use of the bandwidth potential of the installed

fiber infrastructure. WDM also provides add-drop capabilities wherein only

that portion of the total line capacity that needs to be dropped at a node can be

terminated, as opposed to termination of the entire line capacity while using

Time Division Multiplex (TDM) systems. The total throughput of the optical

path cross-connect system can be much larger than that of an electrical TDM
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cross-connect system and the hardware can be simplified. Also, each wave-

length can be logically viewed as a separate network [3] , so various data for-

mats can be transmitted over the same physical facilities. Since WDM offers the

ability to multiplex several low-data rate channels, the transmission problems

associated with high-data rate systems (like OC-192) may not occur.

The above advantages of WDM systems encourages their use in Optical

Wide Area Networks (O-WANs). The transport capabilities of such a network

would enable the transport of large amounts of data, in varying formats (like

Internet Protocol (IP) datagrams, Asynchronous Transfer Mode (ATM) cells,

Synchronous Optical Network (SONET) frames and others) directly on differ-

ent wavelengths between different nodes of the network. WDM systems thus

allow the use of both traditional layered architectures (using different protocols

over a standard framing structure like SONET), as well as transparent transport

of different services without the intermediate layering. This feature of multi-

wavelength systems, as well as the add-drop capabilities provided, motivates

the development of service-independent access at the network nodes.

As part of ongoing research in the Lightwave Communications Labora-

tory, at the Information and Telecommunication Technology Center (ITTC),

University of Kansas (KU), work is being done on developing and deploying

high speed, Service Independent Access Points (SIAPs)[26] to high capacity

O-WANs. Since large amounts of data will be transported via fewer network

elements in such a backbone network, many more customers may be affected

by single failures, like a fiber-cable cut or any other network equipment break-

down. Fault tolerance and self-healing capabilities are, therefore, imperative in

order to ensure the overall survivability of the network. Consequently, it be-

comes necessary to provide a network infrastructure that is robust to failures

and malfunctions of Network Elements (NEs), and is inherently self-healing to

allow quick failure recovery.
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Many efficient failure recovery schemes[1, 3, 8, 12, 5] have been developed

to ensure the survivability of different services like IP, ATM, SONET and even

WDM. In future multiprotocol systems, such as the SIAP, it is obvious that there

is no single failure recovery scheme that is the best solution for fault-tolerance,

because of the interdependence of the different network layers, wherein a sin-

gle failure at one layer may lead to multiple failures at other layers. This calls

for a survivability architecture where different network restoration schemes are

activated for different kinds of failure scenarios. Another issue in the design of

survivable networks, is the necessity to provide spare capacities (redundan-

cies) for quick restoration. This increases the overall cost of the system. Also,

for a multi-service network like the SIAP, spare capacities need to be allocated

for each type of service supported. In addition, services must be restored as

quickly as possible after a failure. It is clear, therefore, that there are tradeoffs

involved in assuring the overall resilience of different services against a set of

most frequently occurring failure types, with respect to

1. Initial investment

2. Spare Capacity requirements

3. Restoration times

1.2 Goals for this analysis

This research aims at addressing the above issues by evaluating the perfor-

mance of different survivability architectures using different service restora-

tion schemes, for different network topologies, sizes and with varying degrees

of transparency (i.e., strictly layered architecture, strictly open architecture and

a mixture of the previous two architectures). The performance evaluation is

done based on the network cost, spare capacity requirements and restoration
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speeds of the different survivability schemes. Existing fault recovery methods

for different services are used and different approaches that use one or more

of the recovery methods, for a given failure scenario, are compared. For this

research, we limit the analysis to consider only IP, ATM, SONET and WDM

restoration schemes.

In particular, we discuss the following two survivability approaches:

1. The highest-layer survivability approach, where the service that is af-

fected by a failure, performs the failure restoration function irrespective of

the actual origin of the failure. We call this approach the Service-Oriented

approach.

2. The lowest-layer survivability approach, wherein the restoration function

is performed by the lowest network layer where the failure originates.

The higher layers services are automatically restored by restoring the un-

derlying transport layer. We call this approach the Transport-Oriented

approach.

We also compare two spare capacity allocation schemes for the above ap-

proaches. In the first (traditional) scheme, each network layer or service is as-

signed its own specific spare capacity. In the second approach, proposed by

the University of Ghent [15], a common pool of spare resources is maintained.

This spare capacity is shared across network layers using a pre-emptive prior-

ity scheme.

Based on the results of the above evaluation, recommendations are made

as to which survivability scheme (or group of schemes) is most suitable for a

given failure scenario, a given network topology and degree of transparency

for the SIAP architecture.

It should be noted that this work is only a preliminary step towards solving

the problem of an integrated survivability architecture for multi-service net-
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works. Simplifying assumptions about the network architecture, and the abil-

ity to map different services on to wavelength paths are made. Nevertheless,

this is a first step and a more refined approach towards solving the problem

needs to be done in the future.

1.3 Executive Summary

The motivation behind this research is to study the impact of various well-

known survivability architectures on future, high-speed multiwavelength op-

tical networks. There exist different efficient survivability schemes for restoring

the different network services. In a multi-service network, it becomes impor-

tant to decide which one (or what combination) of the well-known schemes

are best suited for the network, in terms of the network cost and the speed of

restoration. With the service transparency and high speed offered by future op-

tical Wide Area Networks, it is interesting to note how the network resilience

can be increased, in order to avoid loss of revenue due to failed services.

The main contributions of this research are:

� Developed a generalized algorithm to evaluate different survivability ar-

chitectures for multi-service networks.

� Evaluated well known schemes for restoration at the WDM, SONET, ATM

and IP layers based on their restoration speeds and spare resource re-

quirements.

� Developed recommendations regarding which survivability architecture

is most suitable for what kind of a network architecture.

� Showed the advantage of service independent access to multiwavelength

OWANs and recommended its use in future high speed networks.
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� Explored the relatively new fields of IP restoration and Virtual Wave-

length Path Restoration and gave more insight into the different possi-

bilities to restore IP traffic.

� Discussed a novel spare capacity allocation scheme, the pre-emptive scheme

[15], showed the cost savings that are achieved using this scheme and

showed that the complexity involved in using this scheme can be easily

resolved in future multiwavelength networks.

� Developed mathematical expressions relating the network survivability

to the restoration time, capacity requirement and link distances for well-

known survivability schemes.

The main lessons learned in this research are :

� A service-oriented approach to restoration, where the services affected

by a failure perform the restoration action, is seen to be inefficient when a

lower-layer failure occurs, because multiple services need to be restored.

This approach is, however, suitable for higher layer failures (failures at

the service layer itself) and for a service-transparent network. On the

other hand, a transport-oriented approach is efficient in terms of the num-

ber of restoration actions required, single lower layer failures lead to mul-

tiple higher layer failures.

� There is no single best survivability architecture for future multi-service

networks. There needs to be a peaceful co-existence of different architec-

tures, that are used in different situations. For example, fast ATM restora-

tion schemes are available, and these can be used whenever possible, ir-

respective of where the failure occurs. On the other hand, IP restoration

is slow and must be avoided unless there is no other way out (like in the

case of IP layer failure).
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� The importance of planning the network resources, topologies and spare

resources in advance in order to quickly restore services from failures is

understood. Highly efficient spare capacity assignment techniques, like

the pre-emptive approach that is described, should be incorporated in

future optical networks. Multiwavelength networks provide the ideal

platform for introducing the pre-emptive spare capacity scheme, because

spare capacity can be expressed in terms of wavelength paths, irrespec-

tive of the type of service being protected.

� The advantage of service-transparent networks over traditional layered

networks, in terms of reduced capacity requirements and overhead is an

important lesson learned from this research. Service transparency can be

achieved easily in multiwavelength networks, by treating each intercon-

nection of Wavelength Paths carrying different services as a separate “log-

ical” network. This motivates research on techniques to achieve service-

transparency in future multi-service networks.

1.4 Organization

This thesis is organized as follows.

Chapter 2 describes the proposed SIAP architecture in brief. The main ideas

and major components of the SIAP system are presented. An overview of the

proposed Operations, Administration and Maintenance (OA & M) features of

the SIAP are also discussed. Chapter 3 summarizes different service survivabil-

ity schemes recommended for different network layers - specifically for WDM,

SONET, ATM and IP layers. We also select, for the SIAP architecture, one most

popular scheme for each of the four layers, based on factors like recovery time,

cost and spare capacity requirement. We define the performance metrics for

evaluating the survivability architectures. Chapter 4 describes the two different
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survivability approaches - the Service-Oriented and the Transport-Oriented

approaches. In addition, the two spare capacity allocation schemes are dis-

cussed. Next, a detailed analytical study of the survivability and spare-capacity

approaches for different network topologies, sizes, loads and degrees of trans-

parency is conducted in Chapter 5. These studies are based on known specifi-

cations and results of the different survivability schemes[1, 3, 8, 24, 25, 2, 12].

The analysis involves a performance evaluation of each scheme based on the

network cost, the spare resource requirements and restoration times. Chapter

6 presents the recommendations based on the results of Chapter 5, the con-

clusions derived from the work and describes extensions needed to effectively

utilize these recommendations for the SIAP.
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Chapter 2

The SIAP Architecture - An

Overview

2.1 Background and Motivation

The growing demand for bandwidth arises from the increasing dependence on

rapid and reliable transport of high quality visual, audio and data traffic for

almost every aspect of human interplay - from business, to entertainment, to

government, to academia. It is, therefore, necessary to develop technologies for

future, extremely high-speed networks and to provide flexible, reliable, high-

speed transport for large traffic volumes of different types and with varying

requirements.

With the recent advances in lightwave technology, Dense Wavelength Di-

vision Multiplexing (DWDM) systems have become a reality. DWDM [20] is a

technology that allows multiple information streams to be transmitted simul-

taneously over a single fiber at data rates as high as the fiber plant will allow.

DWDM is ready made for long-distance telecommunications operators that use

either point-to-point or ring topologies. The availability of several new trans-

mission channels where there used to be one dramatically improves an oper-
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ator’s ability to expand capacity and simultaneously set aside backup band-

width for restoration without installing new fiber (of course, protection against

a fiber cut can only be provided with a separate protection fiber). The trans-

parency of DWDM systems to various bit rates and protocols will also allow

carriers to tailor and segregate services to various customers along the same

transmission routes. Thus, multiple services like IP, ATM, SONET and future

new services can be provided on a the same physical transmission route.

We can, therefore, utilize the above features of DWDM systems and to de-

velop Service Independent Access Points (SIAPs) with extremely high speed

(hundreds of gigabits per second) switching capabilities, to support muti-protocol

switching for optical wide area networks. SIAP is one potential technology for

future optical networks. It should be noted that the results of this research are

generally applicable.

2.2 The Proposed SIAP Architecture

The SIAP concept is presented in [26], in which it is proposed to design, imple-

ment and deploy systems that provide service independent access directly to

multiwavelength Optical Wide Area Networks (OWANs).

2.2.1 Constraints and Assumptions

Physical layer attributes and currently available components pose constraints

on optical networking systems technologies. Some of these constraints are

listed below:

� It is relatively difficult to support large address spaces in all-optical sys-

tems due to the cost and complexity of components.

� The frame switching and wavelength re-orientation rates that can be ob-
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tained are relatively slow as compared to the gross throughput.

� Sophisticated optical logic devices are unavailable, or, if available, they

are extremely expensive.

Due to the above constraints, the SIAP architecture is modeled on the fol-

lowing assumptions:

� The address space used is small because optical correlation is expensive.

� We opt for large frame sizes because optical TDM systems have relatively

long matching times and WDM systems have long tuning times.

� Although significant portions of the data path must be optical because

of the speed advantage of optics over electronics, portions of the control

path may be electronic in order of the relative unavailability of optical

logic devices.

2.2.2 Optical Framing Structure

The optical framing structure is shown in Figure 2.1. The features of this struc-

ture are :

� Simple headers and trailers

� Fixed frame length (in time)�, to support high speed transmission

� Transparency to higher layer framing schemes (including SONET, ATM,

IP and others)

� Rate-independent processing.

The optical frame headers consist of fields to identify the beginning of a

frame (preamble), simple addressing based on Virtual Wavelength Paths, some

�The frame length is fixed at 125 �s, following the SONET frame size
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Figure 2.1: The SIAP Architecture - Optical Framing Structure (from [26])

Operation, Administration and Maintenance (OA & M) information, a protocol

identifier filed to identify the service protocol encapsulated within the frame

and some simple error detecting capability. The above functions are handled

by the Optical Processor module of the SIAP architecture, to be described in a

later section.

2.2.3 Main Functional Blocks

The main functional blocks of a SIAP node are shown in Figure 2.2. The ele-

ments of a SIAP node are:

� A Protocols Engine used to convert between existing network services and

the O-WAN transmission protocol.

� An Optical Processor used to encode transmission frames and select and

decode the received frames using high capacity (10 Gbps) optical pro-
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Figure 2.2: The SIAP Architecture - Main Functional Blocks (from [26])

13



cessing.

� A Link Quality Monitor used to estimate signal quality on each wavelength

of the WDM system.

In addition, we need elements for the O-WAN system (not specific to the

SIAP). These include :

� An Optical Regenerator for extracting the timing information from the re-

ceived signal and regenerating the timing information and amplifying the

optical signal. These would be inserted approximately every 3-4 optical

segments.

� WDM Add/Drop Multiplexers (WADMs) for selecting a single wavelength

for further processing from a received WDM signal and injecting a new

wavelength into a transmitted signal.

� Protocol-specific engines to transmit and receive different protocols like

SONET, ATM, IP or other networking service protocols.

We describe each of the SIAP node elements in some detail below, since

these are to be designed according to the SIAP requirements. The other ele-

ments, that are general to O-WAN systems are not described, since commer-

cially available equipment will be used.

2.2.3.1 Protocols Engine

The Protocols Engine provides transparent support for multiple higher layer

protocols at the bit transport layer. This architecture provides for high perfor-

mance and flexibility. Bit sequences within the optical framing structure are

used to identify the particular service protocol engine (for example, IP router,

ATM switch, SONET Add/Drop Multiplexer etc.) to use. Thus, high speeds are

supported because unnecessary processing and queuing delays are avoided by
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means of direct demultiplexing to upper layer protocol engines. Consequently,

this also leads to simplified implementation.

When the Protocols Engine is receiving optical frames, it uses the protocol

type identified by a label within the received frame to direct the data to the

appropriate protocol-specific engine for processing. For example, if the proto-

col type indicates that the optical frame consists of ATM cells, then all the data

within the optical frame is sent to an ATM switch for processing. It is further

assumed here, that each optical frame consists of data of only one type, i.e.,

each optical frame can contain ATM cells only, or IP datagrams only or some

other specific type of service only, but not a mixture of multiple services. Multi-

ple physical layer interfaces, like SONET, Fiber Channel, a clock/data interface

etc. may be provided.

On transmission, the Protocols Engine uses control information from the

management entity to multiplex streams from the protocol-specific engines.

The address/ protocol identifier processing provides the mechanisms for map-

ping higher layer services to wavelengths and times.

2.2.3.2 Optical Processor

The Optical Processor module is used for encapsulating a flow within a frame

and processing the associated framing fields. Datapath, control and manage-

ment functions are supported by the Optical Processor. These functions in-

clude framing, address/protocol identification, scrambling and descrambling

and error control. These functions are necessary for the transparent and reliable

transmission of arbitrary data sources over the O-WAN.

The framing is done by encapsulating different data formats within an opti-

cal frame with a suitable header, as shown in Figure 2.1. Address and protocol

identification is done using the appropriate fields in the optical frame over-

head. This function is used to identify whether the particular frame is destined
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for the present node and to identify the particular service protocol that is en-

capsulated. Information generated by the management entity is inserted in the

transmitted frame and identified on the receive side, to make simple demulti-

plexing decisions.

Optical clock recovery is one of the most important functions of the Optical

Processor module. A signal on a single wavelength is accepted and data and

clock signals are recovered for subsequent operations. Work is being done in

the Lightwave Communications Laboratory, University of Kansas, on develop-

ing an all-optical clock recovery scheme.

Scrambling and descrambling functions will be implemented to provide

service independence. A self-synchronous scrambler-descrambler pair based

on a standard, simple polynomial (for example, the x43 + 1 scrambler used for

ATM, which requires only delay and a single logical operation) will be imple-

mented.

Relatively weak error detection capabilities will be provided at the optical

framing layer in order to minimize processing. Higher layer error handling

functions will be used. The alarm indications from the Link Quality Monitor

module will also be used to take necessary actions to ensure reliable service

and fault-tolerance. Error detection capability of specific fields will be provided

through duplication of the address field from header to trailer, to protect these

most crucial and critical fields.

The Optical Processor module will require both optical and electronic com-

ponents.

2.2.3.3 Link Quality Monitor

The Link Quality Monitor (LQM) module is dedicated to monitoring the op-

tical link quality at the optical layer and provides the capability to continu-

ously monitor the condition of the optical fiber communications link to facili-
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tate Operation, Administration and Maintenance (OA & M) functions. The im-

plementation details and features of the LQM are described in [9]. The optical

link quality is determined by measuring the carrier wavelength, signal power,

signal-to-noise ratio and channel modulation. The LQM also facilitates optical

layer diagnostics in the event of a channel failure.

The LQM concept is illustrated in Figure 2.3. A sample of the incoming

Dense WDM (DWDM) signal with N wavelength channels is routed to the

LQM unit and to a demultiplexer, where the signals are separated on the basis

of wavelength followed by a bank of typical optical receivers. The LQM ana-

lyzes the quality of each channel simultaneously (or very nearly so) and reports

to the Optical Processor the status of each channel on a pass/fail basis.
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Figure 2.3: Conceptual view of the Link Quality Monitor within an optical ter-
minal (from [9])

The ultimate signal quality metric, i.e., bit-error rate, cannot be readily mea-

sured at the optical layer as it requires a priori knowledge of the transmitted
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signal and conversion into digital data. More fundamental signal parame-

ters that affect the service quality are, therefore, considered for measurement.

These include crosstalk, signal wavelength, signal power, signal-to-noise ra-

tio, chromatic and polarization-dependent dispersion and signal modulation.

The LQM does not set up the link initially, but monitors changes in the signal

quality from a known good state and raises warning flags when these signal pa-

rameters exceed acceptable limits. Therefore, certain signal parameters that do

not change significantly in a static system configuration, are not considered for

measurement in the LQM. These parameters include chromatic dispersion and

factors resulting in crosstalk between wavelength channels, like cross-phase

modulation, four-wave mixing, Raman scattering etc.

The parameters monitored by the LQM and the information revealed by

them are listed below:

� Channel Wavelength monitoring reveals frequency drift in the laser diode

(or any wavelength translation devices in the network).

� Channel Power monitoring reveals problems with the laser diode, the Er-

bium Doped Fiber Amplifiers (EDFAs), or the fiber itself.

� The signal-to-noise ratio measurement will yield insight into the back-

ground noise level relative to the signal.

� Monitoring the sideband structure of the spectrum will monitor the health

of the modulator and its signaling rate.

Thus, the above metrics enable the supervisory system to isolate the cause

of a problem to a particular component, or at least to a small number of com-

ponents.
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2.3 Technologies to be developed

In addition to implementing traditional aspects of a high capacity networking

system, the following technologies need to be developed in order to implement

the SIAP architecture:

� A new optical framing structure based on the goals of rate independence

and constant time, as shown in Figure 2.1, needs to be developed. The

Optical Processor will be able to process the received signal and pass it to

the Protocols Engine. A constant time frame structure (for example, 125

�s like SONET) allows scaling to higher data rates in the future.

� Capacity allocation strategies must be implemented to respond to cus-

tomer demands from time to time. Capacity allocation needs to be done

between two or more SIAPs.

� The LQM capability is a prerequisite for OA & M support. A single man-

agement entity is required to monitor multiple wavelengths efficiently.

OA & M information is extracted using the LQM and the required action

is taken using separate OA & M channel wavelength (the supervisory

channel).

� The optical layer must provide protection against problematic bit sequences

that might introduce clock tracking errors. Robust timing provisions need

to be made by using a sophisticated clock recovery mechanism and bit

sequence independence through all-optical scrambling. A standard self-

synchronous scrambler-descrambler pair, that can be implemented rela-

tively simply without complex control mechanisms, needs to be devel-

oped for all-optical scrambling. The clock recovery and scrambling func-

tions provide independence of the optical layer from the higher layer pro-

tocols.
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� Optical regeneration needs to be developed in order to best utilize the

SIAP architecture in O-WANs. This is because commercially available

WADMs do not support all optical regeneration.

The SIAP concept is an example of a future network technology involv-

ing multiple services. In order to realize the potential of this technology, it is

necessary to ensure its reliability and fault-tolerance. It is critical to protect the

multiple services from network failures. Also, each network service has its own

special set of survivability requirements and restoration schemes. It is neces-

sary to study the survivability architectures for the different network services,

in order to find out what it needs to make this future technology fault-tolerant.

Only then will new technologies like the SIAP be practically realizable. The sur-

vivability architectures for existing network services, that need to be supported

in the SIAP, will be studied in the next chapter.
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Chapter 3

Summary of Service Survivability

Schemes for Different Network

Layers

3.1 Introduction

Network integrity has gained prime importance with our increasing depen-

dence on communications technology. A very high level of service availability

is becoming imperative, for both the service user and the service provider, in

order to minimize huge losses of revenue in case of lost communications ser-

vices. Since future backbone networks will be composed of multiple technolo-

gies, it is important to provide survivable transport to the different services in a

multi-layer, multi-service network environment. The SIAP architecture, in par-

ticular, allows for the transport of different services like IP, ATM and SONET

over a WDM-based network. In a multi-service environment, there are differ-

ent recovery schemes for the different services. These recovery schemes need

to be coordinated in order to improve the overall availability of the network in

a cost-effective way.
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In this chapter we describe in brief, the most popular survivability schemes

at each different network layer and their relative merits. In particular, we dis-

cuss approaches for service restoration at the WDM, SONET, ATM and IP lay-

ers.

3.2 WDM survivability schemes

Present transport network technologies use optical technologies only at the

physical media layer, for point-to-point transmission. Existing path technolo-

gies are based on electrical technologies. There are several advantages, how-

ever, to the use of optical technologies in the path layer. Optical technologies

are especially important for network restoration, which is usually carried out at

the path layer [1]. When the optical path is used for restoration, a major portion

of the network restoration systems will be used in common by different transfer

modes, which results in the realization of more effective network restoration.

Optical paths are identified by wavelengths and they accommodate electrical

paths.

The Wavelength Path (WP) and the Virtual Wavelength Path (VWP) are the

two types of optical paths that have been developed [3, 31, 32]. The VWP

scheme is used to allocate wavelengths link-by-link and hence, the wavelength

assignment is local to a link as opposed to global i.e., it is not necessary to ded-

icate the same wavelength in each link for a VWP. WPs use global allocation of

wavelengths, i.e., a WP is characterized by the same wavelength on each link.

VWPs can be considered similar to the Virtual Paths (VP) of ATM networks.

VWPs have the following advantages over WPs:

� Simple path accommodation design

� Greater flexibility in network expansion
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� Fewer network resources (wavelengths or fibers) required

The disadvantage of VWPs, however, is that they require wavelength con-

version at cross-connect points, which can be expensive. In order to minimize

costs, VWP protection strategies using limited wavelength conversion have

been proposed in [5]. VWP accommodation design strategies are discussed in

[32]. These strategies aim at reducing the number of wavelength conversions

required by using different efficient wavelength routing algorithms and logi-

cal WP (VWP) network topologies. The design of logical topologies for mul-

tiwavelength networks is discussed in [30]. Different schemes for the design

of Optical paths using WP and VWP, with and without considering restoration

are also discussed in [31], [3] and [32].

3.2.1 OA & M for Optical Networks

Operations, Administration and Maintenance (OA & M) for the optical net-

work deals with the supervision of optical regenerators, the maintenance sig-

nals required for failure localization, and the difficulty of defining a suitable

mechanism for performance monitoring in transparent networks. In order to

perform the OA & M functions, it is convenient to divide the optical network

into a layered model, like the SONET Section, Line and Path.

Since the smallest unit of a multiwavelength optical network is a single

wavelength channel, rather than a single fiber, it is necessary to introduce a

layer to identify the wavelength. In [27] and [28], a layered model for the op-

tical network is discussed. The generic approach to a layered OA & M model

involves a client/server relation between adjacent layers. Each layer is charac-

terized by a specific signal - the characteristic information. The characteristic

information of the client layer is transported by the server layer after an adap-

tation function (involving multiplexing, coding, etc.) is performed on it. This
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characteristic information is carried in an Overhead Channel (or OA & M chan-

nel) across the network elements. The layers introduced in the optical network

are [28]:

� Optical Path layer - where the cross-connecting of virtual wavelength

paths occurs.

� Wavelength Section layer - along each wavelength section, the wavelength

of the optical carrier is constant, but may vary from section to section.

Many wavelength sections constitute an optical path.

� Optical Regenerator Section layer - this layer represents the the most basic

part of the optical network, the connection between optical regenerators.

In general, a Wavelength Section consists of many Optical Regenerator

sections.

The representation of the optical network in terms of the above three layers

is shown in Figure 3.1. Each of the above layers transfers maintenance infor-

mation via its respective Overhead bytes, which form the OA & M channel.

Protection switching can be implemented in the optical network, in order to re-

store failed demands. Protection switching in the optical network can be done

at the optical regenerator section, or the wavelength section or the optical path

section[28]. Each of these three alternatives is shown in Figure 3.2. For effec-

tive protection against fiber damage, the working and protection fibers should

be laid on disjoint routes. In the case of the optical regenerator section protec-

tion, this does not seem to be practical, as the regenerator section is very small.

On the other hand, optical path protection protects the Electrical Cross Con-

nect at the expense of doubling the Optical Cross Connects, as shown in Figure

3.2. The best choice, therefore, turns out to be wavelength section protection

which not only deploys redundant fibers, but also redundant optical regenera-

tors. Therefore, it is recommended to use Wavelength Section Protection (using
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Figure 3.1: Representation of the Optical Network

Wavelength Path (WP) or Virtual Wavelength Path (VWP) switching) [3] as the

protection scheme at the WDM layer.

3.3 SONET survivability schemes

The SONET Frame structure and Hierarchy for the Synchronous Transport

Signal- Level 1 (STS-1) are explained in [1, 19]. The SONET Frame consists

of two sections : the Transport Overhead and Information Payload. The former

consists of the Line Overhead and Section Overhead, whereas the latter has a

Path Overhead and a Synchronous Payload Envelope (SPE). An STS-1 SPE can

carry one DS3 or more sub-DS3 signals called Virtual Tributaries (VT’s). The

K1 and K2 bytes in the Section Overhead are used for protection.

SONET has four interface layers - Path, Line, Section and Physical layers. The

SONET Overhead Channels are divided into three layers - Section, Line and
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Figure 3.2: Protection Switching at the optical layer (from [28]
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Path. SONET uses the pointer method for multiplexing, which is more flexi-

ble, allows the transport overhead to be decoupled from the SPE, allows bit-

stuffing to accommodate slight frequency variations, easy access to tributaries

and direct access to VT signals without demultiplexing the entire STS-1 Frame

because the VT locations are identified by the pointer values.

A Digital Cross-Connect System (DCS) is a network element that terminates

digital signals and automatically cross-connects constituent (tributary) signals

according to a map stored in an electronically alterable memory. These sys-

tems are useful in dynamic restoration because they provide spare capacities.

SONET Digital Cross-connect Systems (DCS) are used to terminate SONET sig-

nals (like STS-1 and OC-N) and cross-connect them, in addition to terminating

and cross-connecting normal digital signals like DS1 and DS3.

One of the initial major benefits that was provided by SONET is network

survivability. SONET requires some initiation criteria for protection like Signal

Failure (SF) and Signal Degrade (SD). These trigger off alarms like Loss of Sig-

nal (LOS), Loss of Frame (LOF), Bit Error Ratio (BER) exceeding 10-3[1], Alarm

Indication Signal (AIS). Failure States must be reported to the Operations Sys-

tem (OS). Maintenance Signals are also available to alert the SONET NE’s of

detection/location of the failure.

Three network protection schemes are commonly defined, based on ITU-T

Recommendations G.841 and G.842 [24, 25]. They are :

1. Protection switching

Automatic Protection Switching (APS) and Dual Homing (DH) are the

two techniques that fall under Protection Switching.

� Automatic Protection Switching(APS)

APS automatically reroutes signals from a working line to a protec-

tion line during signal outage. Thus it provides a method to carry

service for planned outages, like new equipment installation and
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routine maintenance, and also provides a line restoration capabil-

ity in case of unexpected outages, such as failures. It is the simplest

and fastest facility restoration scheme. 1:N APS is a system where

there is one protection fiber for N fibers. Thus, it can restore a single-

fiber system failure; however, it is not effective for fiber cable cuts

because the protection fiber is placed in the working fiber sheath and

could also be cut. 1:N Diverse Protection Switching is an economic,

although not 100 per cent survivable, alternative for Automatic Pro-

tection Switching [1]. In Diverse Protection (DP), the protection fiber

is placed away from the working fibers. Thus it can partially restore

services from a fiber cable cut. 1:1 protection has a protection fiber

for every working fiber, and therefore, is is completely survivable.

However, it is also costly. APS is achieved in SONET using the K1

and K2 bytes of the Section Overhead in the SONET payload. In Au-

tomatic Protection Switching, we also have 1+1 switching, which is a

form of 1:N switching with the head end of the fiber system perma-

nently bridged. In order to reduce costs, by eliminating Path Termi-

nating Equipment (PTE’s), Optical Protection Switching is suggested

in [1].

� Dual Homing

Dual Homing is an office backup concept that assigns two hubs to

each office and requires dual access to other offices. In the DH ar-

chitecture, demand originating from a special office is split between

two hubs: a home hub and a designated foreign hub. In the case

of a home hub failure, an office that uses dual homing can still ac-

cess other offices via the backup hub. The different schemes in Dual

Homing are considered in [1].
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2. Rerouting : Rerouting involves the establishment of a replacement con-

nection by the network management control connection.

3. Self Healing Mesh and Ring Networks : Two restoration schemes are

implemented namely: Line restoration and Path restoration, depending

on which layer is being used as the protection layer. The DCS self-healing

network is economical in areas where high demand and high connectiv-

ity are involved.

Reconfigurable DCS networks are usually used for flexible network con-

trol (Bandwidth Management) and restoration (DCS Self Healing net-

work). The former is concerned with frequent, but limited failures and

centralized control schemes are often employed. The latter is concerned

with catastrophic failures and distributed schemes are preferred.

The restoration sequence employed in DCS Self Healing networks is detection,

control message propagation, route selection, rerouting and return to normal.

The comparison between Centralized and Distributed Control of Self Healing

Networks is shown in Table 3.1.

Table 3.1: Self Healing Control Schemes - Centralized v/s Distributed[1]
Feature Centralized Distributed

Vendor independence and interoperability easy difficult
System complexity simple complex

Demand restoration probability higher lower
Return-to-normal easy difficult
Standards needed messages only algorithm and messages

Coordination between capacity planning easy difficult
and real time restoration

Restoration time slower (minutes) faster (seconds)
System vulnerability higher lower

Administration overhead higher lower
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The comparison between Line Restoration and Path restoration for Self Heal-

ing Networks is shown in Table 3.2. The comparison between pre-planned and

Table 3.2: Signal Restoration Level [1]
Feature Line Restoration Path Restoration

Restoration speed faster slower
Rerouting decision complexity simple complex
Efficient use of spare capacity worse better

dynamic re-routing is shown in Table 3.3.

Table 3.3: Rerouting Path Planning [1]
Feature Preplanned Rerouting Dynamic Rerouting

System complexity lower higher
Network adaptation difficult easy

Restoration speed faster slower
System Reliability lower higher

Memory requirement higher lower

SONET Self Healing Rings (SHR’s) use add-drop multiplexers (ADM’s),

and use 1:1 protection switching while also providing for fiber capacity shar-

ing. Thus they provide more survivability while reducing cost. SONET SHR’s

are of two types : Unidirectional (USHR) and Bidirectional (BSHR). BSHRs can

have either 4 fibers (2 working and 2 protection fibers) or just one fiber wherein

half of the fiber system bandwidth is reserved for protection. The above two

schemes are BSHR/4 and BSHR/2 respectively. BSHR/4 can use WDM to re-

duce the number of fibers to 2 instead of 4. A detailed analysis of each of these

architectures is given in [1].

Another SHR architecture that uses WDM is SHR/WDM which requires op-

tical components. It is easier and less expensive to upgrade and the ring size

is limited only by the number of wavelengths available and not by electronics.

Also Electrical to Optical Conversion (E/O) is not required if optical amplifiers

are used. It has a shorter average transport delay.
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The different SONET survivable architectures are compared in Table 3.4. It

Table 3.4: Comparison of SONET survivable architectures [18]
Attributes APS/DP SHR/ADM DCS Mesh

Network size 2 nodes Up to a few tens of nodes Global
Spare capacity needed Most Moderate Least

Per node cost moderate lowest Highest
Fiber counts Highest Moderate Moderate

Connectivity Needed lowest Moderate Most
Restoration time 50 ms 50 ms Seconds/minutes

Software Complexity Least Moderate Most
Protection against major failure Worst Medium Best

Planning/Operations Complexity least Moderate Most

is seen from the above discussion, that SONET SHR/ADM is the most suit-

able survivability architecture for SONET. Large networks can be formed by

inter-connecting SONET SHRs. It should also be noted that although pre-

planned restoration path planning is not efficient, it is often advisable to plan

the restoration paths in advance in order to avoid the dynamic path computa-

tion time. It is recommended to use SONET SHRs wherever possible, or else

use 1:1/DP whenever the network topology is not a ring. When restoration

speed is very critical, it is recommended to use pre-planned restoration path

assignment, along with line switching.

3.4 ATM survivability schemes

ATM networks have some intrinsic features for fast restoration [8]. They are:

� ATM cell-level error detection, in the form of a header error check (HEC)

sequence, increases the overall error check sampling rate per transmission

interface and thus provides a means for enhanced failure detection and

alarm threshold protocols. Since the cell is a small unit, a large number

31



of HEC checks are available per unit time and, therefore, discrimination

between different error rates can be performed with high confidence in

small intervals of time. On the contrary, the SONET frame duration is

125 microseconds, irrespective of transmission speed. Therefore, fewer

checks are available per unit time in the case of SONET. Besides, the parity

check present in the SONET frame overhead covers a large number of bits

and therefore, its error discrimination capability is poorer.

� Inherent rate adaptation and non-hierarchical multiplexing allow for flex-

ible interface structures and elimination of multiplexing stages within the

network. This allows for increased link capacity utilization, flexible in-

terface structures and elimination of multiplexing stages within the net-

work,which results in flexible link network reconfiguration and dynamic

bandwidth control. These factors can be combined to yield faster net-

work reconfiguration methods for ATM with lower spare capacity re-

quirements as compared to STM. It has been shown in [8] that failure

detection in ATM-based networks is much better than STM-based net-

works.

A very good feature of ATM networks is that a VP route can be established

without assigning its bandwidth along the path. An optimal VP routing for

survivable ATM networks is found in [7]. Survivable ATM network manage-

ment requires complicated procedures since resource allocation requests from

ATM cells, calls and virtual paths have to be handled effectively to meet the

specified Quality of Service(QoS). A layered switching architecture [8, 7, 17] is

proposed to reduce this complexity. The network management process is sim-

plified by classifying different types of network resources and traffic entities

into layers. These layers and their functions are:

1. Facility network layer : This is the highest layer. Facility network plan-

ning is done in this layer. Survivability QoS is also taken care of partially.
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2. Virtual Path layer: The VP manager configures virtual paths so that the

survivability measure is optimally enhanced. It also performs fast VP

restoration when a failure occurs. If the VP manager is unable to maintain

the desired survivability measure at a desired level due to a growth of

traffic demand, the facility network layer must initiate a facility network

process. Path level recovery enables a rapid and efficient restoration and

considerably reduces the complexity of traffic management.

3. Call layer: This gives the call-level QoS to the VP layer. It does admission

control and dynamic call routing.

4. Cell layer : It submits the cell-level QoS to the Call manager. It takes care

of Traffic enforcement, smoothing and priority buffering.

The ATM switched network alternatives [1] are:

� ATM VC-based switched network (or simply ATM switch). It is associ-

ated with call processing and path bandwidth management.

� ATM VP-based switched network (or ATM/DCS). It does not have call

processing, bandwidth and routing functions, but simply transports sig-

nals transparently.

� Hybrid ATM/SONET switched network. This is discussed in [1].

Whenever a failure occurs, it is possible to reroute the affected traffic using

the available spare capacity. Various algorithms that search for spare capac-

ity in the network are discussed in [1]. The dynamic capacity search process,

however, is slow, and may not yield 100 % restoration. Therefore, it is better

to plan for fastest possible restoration using the frequently occurring failure

conditions, by providing sufficient redundant capacity. This argument is sim-

ilar to the one made in the case of SONET protection, where we stated that

pre-planned restoration paths lead to faster restoration.
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The restoration algorithms have an effect on the restoration speed of the

VP’s, processing and memory requirements on the nodes and the redundant

capacity needed. The different algorithms considered in [8] are :

1. Local Rerouting:

All VP’s on a failed link are rerouted locally around the failed link. It is

simple but it is possible that all the VP’s are processed by the same set of

nodes, hence, leading to a bottleneck. Besides, unnecessary assignment

of redundant capacity can take place.

2. Source-based Rerouting:

Each VP affected by a link failure is processed and rerouted individually.

Thus, it reduces hop-count by looking at choices for rerouting, and selects

a path with minimum redundant capacity requirements. However, mem-

ory burden on the nodes is larger and restoration time may be longer.

3. Local Destination Rerouting:

It is a combination of the above two methods. The VP’s are allowed to

compute the best alternate route. Back-hauling is avoided.

Different survivable architectures using ATM are discussed in [1]. These are the

ATM-VP based architectures like ATM/DCS/SHR and ATM/DCS Self Healing

Mesh. The design of ATM/DCS/SHR requires the following modules:

� ATM-SONET interface.

� Header processing.

� Service Mapping.

Restoration using VP Self-healing capabilities are seen using both centralized

and distributed control [3, 8]. A hybrid approach combining the above control

schemes is suggested[8]. This involves centralized computation of alternate
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paths in order to avoid large processing power requirements for nodes. Af-

ter computing the alternate paths using routing tables, the central processor

downloads the appropriate tables to the nodes. Each node only stores the table

it needs to activate, thus increasing the speed of restoration. This hybrid ap-

proach was tested using a simulation of a failure scenario and is shown to be

highly advantageous.

Self-healing using distributed control is discussed in [3] and uses logical real-

ization of VP’s. Existing self-healing algorithms require at least one round-trip

exchange of restoration messages between sender and chooser nodes (restora-

tion pair nodes). However, in the algorithm described in [3], restoration path

establishment is completed with the transmission of restoration message in

only one direction.

Finally, a comparative study on restoration schemes of survivable ATM net-

works is done in [33]. It clarifies the benefits of end-to-end restoration schemes

quantitatively through a comparative analysis of the minimum link capacity

installation cost.

Based on the above discussion, and the comparison of different ATM restora-

tion schemes described, the most suitable restoration scheme appears to be the

fast ATM VP restoration scheme described in [8]. By pre-planned allocation of

spare VPs, this scheme yields very high restoration speeds, as will be shown in

Chapter 5.
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3.5 IP survivability schemes

The Internet Protocol (IP) [21] is used for host-to-host datagram service in a

system of interconnected networks. The network connecting devices are called

Gateways. These gateways (henceforth called routers�) communicate between

themselves for control purposes via a Gateway-to-Gateway Protocol (GGP)

[23]. In the event of a route failure between two hosts, we could use conven-

tional re-routing schemes like the Enhanced Interior Gateway Routing Protocol

(Enhanced IGRP) and the Open Shortest Path First Protocol (OSPF) [21] to es-

tablish alternate routes. These schemes would essentially cause the datagram

flow to be routed via a different router, in the event of the working connection

between two nodes breaking down. However, since the two hosts are statically

configured with the address of a single router, the nodes will be able to com-

municate again only if the configuration of the hosts is dynamically changed to

reflect the new router. Because of such inherent limitations of the conventional

re-routing protocols, they are not discussed here.

We shall discuss two possible sets of failures in the transport of IP data-

grams. In the first case, we consider the inability of the network to deliver

datagrams from the source host to the destination host due to failure in the ex-

isting (or default) route. In the second case, we discuss a strategy for handling

router failures.

3.5.1 ICMP Redirect Message

IP is not designed to be absolutely reliable. In order to provide feedback about

problems in the communication environment between the destination host and

�The technical meaning of a gateway is a hardware or software configuration that translates
between two dissimilar protocols. A router, on the other hand, is a special-purpose computer
(or software package) that handles the connection between 2 or more networks. For the pur-
pose of this discussion, the two terms can be used interchangeably
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the source host, the Internet Control Message Protocol (ICMP) [22] is used.

ICMP, uses the basic support of IP as if it were a higher level protocol, however,

ICMP is actually an integral part of IP, and must be implemented by every IP

module.

ICMP messages are sent in several situations: for example, when a data-

gram cannot reach its destination, when the router does not have the buffering

capacity to forward a datagram, and when the router can direct the host to send

traffic on a shorter route.

The ICMP redirect message format is shown in Figure 3.3. An ICMP Redi-

Type Code Checksum

Gateway Internet Address

Internet Header + 64 bits of Original Data Datagram

0 8 16

                           process.
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Code
Type = 5

 
0 = Redirect datagrams for the Network
1 = Redirect datagrams for the Host
2 = Redirect datagrams for the Type of Service and Network
3 = Redirect datagrams for the Type of Service and Host

Checksum = 16-bit ones’ complement of the ones’ complement sum of the ICMP message 
starting with the ICMP Type

Gateway Internet Address = Address of the gateway to which traffic for the network specified in the 
internet destination network field of the original datagram’s data should be sent

Internet header + 64 bits of Data Datagram = Data used by host to match the message to the appropriate

Figure 3.3: IP Datagram format for ICMP Redirect message [22]

rect tells the recipient system to over-ride something in its routing table. It is

legitimately used by routers to tell hosts that the host is using a non-optimal or

defunct route to a particular destination, i.e., the host is sending it to the wrong

router. The wrong router sends the host back an ICMP Redirect packet that tells

the host what the correct route should be.

Consider the example network shown in Figure 3.4. The router sends a
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redirect message to a host in the following situation. A router, G1, receives an

Route

Source Destination

G1

G2

ICMP
Redirect

New

Figure 3.4: Example of IP Rerouting using ICMP Redirect message

internet datagram from a host on a network to which the router is attached.

The router, G1, knows that the route to the destination has failed. It, therefore

sends an ICMP redirect message to the host, asking it to send the datagram

to a different router, G2, on the route to the datagram’s internet destination

network. The router G2 forwards the original datagram’s data to its internet

destination.

For datagrams with the IP source route options and the router address in the

destination address field, a redirect message is not sent even if there is a bet-

ter route to the ultimate destination than the next address in the source route.

Codes 0, 1, 2, and 3 (shown in Figure 3.3) may be received from the redirecting

router based on which datagrams need to be redirected. These codes enable the

redirection of datagrams for the network, or datagrams for the Host, or data-

grams for the Type of Service and Network or those for the Type of Service and

Host.

The disadvantage of ICMP Redirect is that it could pose possible security

problems if used maliciously. For example, the routing tables on the host can
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be altered to possibly subvert the security of the host by causing traffic to flow

via a path the network manager didn’t intend. ICMP Redirects also may be

employed for denial of service attacks, where a host is sent a route that loses it

connectivity, or is sent an ICMP Network Unreachable packet telling it that it

can no longer access a particular network.

3.5.2 Cisco’s Hot Standby Router Protocol (HSRP)

Cisco’s Hot Standby Router Protocol [12] is used when datagram delivery fails

because of a failed router. Advanced IP routing protocols like Enhanced Inte-

rior Gateway Routing Protocol (Enhanced IGRP) and Open Shortest Path First

(OSPF) [21] respond to network failures very quickly and can usually recom-

pute an alternative route in a matter of seconds. The HSRP helps such routing

protocols to fully utilize their fast rerouting capabilities.

To illustrate how HSRP works, let us consider the network in Figure 3.5.

Router A handles packets between Node A and Node C, and Router B handles

Virtual Router

Node A
Node B

Node C

Host X
Host YRouter B

Router CRouter A

Figure 3.5: Illustration of HSRP protocol

packets between Node A and Node B. If the connection between Routers A and

C goes down, or if either router becomes unavailable, conventional re-routing
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schemes like Enhanced Interior Gateway Routing Protocol (Enhanced IGRP)

and Open Shortest Path First Protocol (OSPF) would prepare Router B to trans-

fer packets that would otherwise have gone through Router A. However, Host

X and Host Y would still be unable to communicate with each other, as they

are statically configured with the address of a single router, such as Router A.

Communication between the IP hosts will be possible only if the configuration

of Host X is changed to Router B instead of Router A.

HSRP provides a way to keep communicating without the need to modify

the host configurations. HSRP allows two or more HSRP-configured routers to

use the MAC address and IP network address of a “virtual” (or “phantom”)

router. The virtual router does not physically exist - instead, it represents the

common target for routers that are configured to provide backup to each other.

Thus, Host X is configured with the IP address of the virtual router as the

default router. Router A is configured as the active router. It is configured with

the IP address and MAC address of the virtual router and sends any packets

addressed to the virtual router out to Host Y. Router B is also configured with

the IP address and MAC address of the virtual router. If, for any reason Router

A stops transferring packets, the routing protocol converges, and Router B as-

sumes the duties of Router A and becomes the active router. Router B now

responds to the virtual IP address and the virtual MAC address, and Host X

can still use the IP address of the virtual router to address packets destined for

Host Y, which Router B receives and sends to Node C via Node B.

HSRP uses a priority scheme to determine which HSRP-configured router

is to be the default active router. The active router is assigned a priority that is

higher than the priority of all other HSRP-configured routers.

HSRP works by the exchange of multicast “HELLO” messages that adver-

tise priority among HSRP-configured routers. When the active router fails to

send a hello message within a configurable period of time, the standby router
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with the highest priority becomes the active router. The transition of packet-

forwarding functions between routers is completely transparent to all hosts on

the network.

HSRP-configured routers exchange three types of multicast messages :

1. Hello - This message conveys to other HSRP routers the router’s HSRP

priority and state information. By default, the HELLO time is 3 seconds.

2. Coup - A coup message is sent by a standby router when it assumes the

function of the active router.

3. Resign - This message is sent by an active route which is about to shut

down or when a router that has a higher priority sends a Hello message.

At any time, HSRP-configured routers are in one of the following states:

� Active - The router is performing packet-transfer functions.

� Standby - The routers is prepared to assume packet-transfer functions if

the active router fails.

� Speaking and Listening - The router is sending and receiving hello mes-

sages.

� Listening - The router is receiving hello messages.

It should be noted that when the HSRP protocol is being used, ICMP redi-

rects cannot be used. Thus the two restoration schemes are mutually exclusive.

3.6 Survivability schemes for different network lay-

ers for the SIAP

For the SIAP network, since multiple services are provided, a high degree of

network survivability is desirable. We have seen different restoration schemes
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for the different network layers. It is important that network restoration is fast,

and at the same time, efficient in terms of resources required and low cost.

Since 100 % survivability and fast restoration are the objectives, we opt for pre-

planned restoration path assignment (where the spare capacity and spare paths

are pre-allocated) rather than dynamic re-routing capabilities (where restora-

tion paths are dynamically searched for after a failure event). Although a pre-

planned spare capacity allocation and restoration path allocation is not effi-

cient, it guarantees the desired degree of survivability. Time consuming path-

search algorithms are avoided.

For our analysis of a future multi-service network, such as the SIAP, we

shall consider the following restoration mechanisms, based on the features and

advantages of each of the restoration mechanisms discussed in the previous

sections:

� For WDM failures, we use the VWP restoration scheme [3], with pre-

allocated spare VWPs. Pre-allocation of spare VWPs avoids time-consuming

path-search procedures after a failure takes place. The VWP restoration

scheme for wavelength section protection is also the most popular restora-

tion scheme at the optical layer[3, 28].

� For recovery from SONET failures, we use the SHR/ADM restoration,

since it is very fast, and less expensive than APS/DP. Large networks can

be configured to look like several interconnected SHRs. In case a ring

topology is not available, 1:1 APS/DP is the restoration scheme that will

be used. As in the case of the WDM restoration, restoration paths are

pre-assigned.

� For recovery from ATM failure, we use the fast VP restoration scheme

described in [8]. As will be seen in the chapters to come, this scheme has

a clear restoration speed advantage as compared to the other schemes.
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� IP failures are recovered using CISCO’s HSRP protocol. This protocol

can be efficiently applied to any IP network, and can be used to protect

against Router failure, as well as against failed links between two routers.

It should be noted that, since IP restoration schemes are still not well-

known, the HSRP scheme will be used on an experimental basis. Future

IP restoration schemes, if better than the HSRP scheme, may be consid-

ered for IP restoration.
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Chapter 4

Survivability Approaches and Spare

Resource Allocation for the SIAP

As described in Chapter 2, the future multiwavelength Optical Wide Area Net-

works (OWANs) will provide the capability of transporting different services

like IP datagrams, ATM cells and SONET frames directly on different wave-

lengths of a WDM system. Since large amounts of data will be transported via

fewer network elements in such a backbone network, many more customers

may be affected by single failures, like a fiber cable cut, a cross-connect break-

down, etc. It is, therefore, imperative to provide a network infrastructure that

is robust to failures and malfunctions of Network Elements (NEs) and is inher-

ently self-healing to allow quick failure recovery. In order to ensure the surviv-

ability of the network, it is necessary to provide spare capacities (redundancies)

for failure recovery. For a multi-service network like the one with SIAPs, spare

capacity and restoration schemes may be assigned at different network layers,

and for different network services. This increases the total cost of the network.

It is important to design a survivable architecture for this network, which min-

imizes total cost while ensuring acceptable availability of services.

We consider two approaches for providing network protection. We also
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describe two approaches for assigning spare capacity.

4.1 Survivability Approaches

In a general, multilayered network architecture, each network layer has a “client-

server” relationship. This is illustrated in Figure 4.1. Consider a typical mul-

tilayered optical network that transports IP datagrams in ATM cells, that are

carried within SONET frames, which in turn are transported over different

wavelengths in a WDM system, as shown in Figure 4.1. It is clear that, in a

typical failure scenario, if a single wavelength failure occurs, it results in loss of

the SONET frames that are being carried on that wavelength. Each such failure

in the SONET layer, in turn, leads to the loss of the corresponding set of ATM

cells that the SONET frame transports. This further leads to the loss of even

more IP datagrams. Thus, it is seen that failure propagates upward in network

layers, with many more “clients” being affected by a single “server” failure.

In Chapter 3, we have already described the common failure restoration

strategies at different network layers. In a multi-layered network, we need to

determine at what layer, the restoration function should be performed. This de-

cision has to be made such that the total spare capacity requirement (and hence

the network cost) can be minimized while also minimizing the restoration time.

In an architecture like the SIAP, it is possible to have different services directly

being transported over WDM without the intermediate layering. In this case

too, it is important to decide whether to perform the restoration functions at

the service layer (i.e., the services affected perform the recovery function) or at

the transport layer (i.e., the layer at which the failure actually occurs, performs

the restoration function).

Based on this background, we now describe two approaches to network

restoration. In Chapter 6, we shall discuss how each approach performs in
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Figure 4.1: Typical multi-layered network with “Client-Server” relationship be-
tween network layers

terms of spare capacity requirements, network costs and restoration times for

different network sizes, topologies and with different degrees of layering.

4.1.1 Service-Oriented Approach

In this approach to network survivability, the service that is affected by a fail-

ure, performs its own recovery function, irrespective of the origin of the failure.

In a layered architecture, the highest layer that is affected by a failure, performs

the restoration function. Thus, in a layered network architecture, shown in Fig-

ure 4.1, IP layer restoration (for example, using the Hot Standby Router Proto-

col (HSRP), described in Chapter 3) is performed, irrespective of whether the

failure occurs due to an IP router failure, or an ATM switch failure, or a SONET

ADM failure, or a WDM ADM failure, or even a fiber cut.

Similarly, in an ATM/SONET/WDM layered architecture, the ATM traffic

is recovered using ATM VP restoration discussed in Chapter 3, regardless of the
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origin of the failure. SONET native traffic is recovered using SONET recovery

schemes that are suggested in Chapter 3. In the case of a service transparent

network, where services are directly transported over WDM, as is possible with

the SIAP architecture, this approach suggests that the affected services perform

their own restoration function.

The advantages of the Service-Oriented approach are:

� Only a single recovery scheme is required to ensure survivability of traffic

of a certain type. This means that inter-working of different survivabil-

ity schemes in a layered architecture can be avoided. This simplifies the

control and management functions required in the network.

� Since the transport network carries various classes of service, each with

different survivability requirements, it seems easier to provide multiple

degrees of reliability when the survivability is realized using the service-

oriented survivability schemes.

This approach, however, has the following disadvantages:

� As mentioned before, failure multiplication can occur very easily in lay-

ered networks because of the finer switching granularity of higher net-

work layers. This can be seen in Figure 4.2.

Consider a physical topology as shown in Figure 4.2 (a). For the sake of

simplicity, assume a two layer network, with the highest layer connectiv-

ity shown by the virtual topology of Figure 4.2 (b) as per the table shown

in the figure.

In this example, suppose there is a physical link failure between nodes A

and B. As per the virtual path to physical path mapping shown in Figure

4.2, a single link failure between A and B leads to two virtual path fail-

ures i.e., A-C and A-E. Thus, if the service-oriented approach is used, two

higher layer restorations have to be performed for a single lower layer
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Figure 4.2: Example network topology
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failure. This can be avoided, as will be seen in the transport-oriented

approach, by performing “bulk” recovery at the layer where the failure

originated.

� Another consequence of failure propagation to higher layers is that higher

layer recovery schemes become more complex. It has to be assured that

working and backup virtual paths are in physically diverse paths, else, it

would be impossible to recover from a physical link failure. Thus, routing

of higher layer paths needs to be correlated with lower layer connections.

� The correlation of higher layer paths with lower layer connections, in

turn, implies that spare capacity allocation becomes difficult. It may be

necessary to perform group recovery of higher layer connections on the

same physical route. Failure recovery at the highest layer also implies

that more spare capacity investment at lower layers is required. This is

because, spare capacity needs to be provided for the physical path, as

well as for the multiple higher layer connections affected by the physical

path failure.

Thus, overall, the service-oriented approach seems to make sense if the traf-

fic is affected by failure occurring at that service layer, and not at the lower

layers. Thus, it also makes sense for networks that are transparent, and do not

have intermediate layers between the service layer and the transport layer. We

shall evaluate the service-oriented approach in Chapter 5, for both layered and

non-layered networks.

4.1.2 Transport-Oriented Approach

In this approach, the lowest network layer where the failure originates is used

to perform failure recovery. Thus, in a IP/ATM/SONET/WDM layered archi-

tecture, if there is a Wavelength Path failure, then Wavelength Path restoration
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is triggered off (as described in Chapter 3). This would automatically restore

the higher layer services affected by the WDM layer failure. Similarly, ATM

VPs affected by a single SONET equipment failure, can be recovered in aggre-

gate by a single SONET restoration.

With respect to Figure 4.2, let us say physical link A-B fails. The demand

is re-routed via the backup physical path A-F-E-B. The virtual paths that are

affected (A-C and A-E) are automatically restored by the physical re-routing.

Thus, one single physical layer restoration can restore all the services affected

by a single physical layer failure.

The advantages of the transport-oriented approach are, therefore :

� Coarser granularity at lower layers enables faster recovery of higher lay-

ers, because multiple higher layer failures can be remedied with a single

lower layer restoration. Thus, no special precautions need to be taken at

the service layers to cope with complex failure scenarios.

� Since the transport-oriented protection provides adequate resilience to

higher layer paths routed along that layer, addition higher layer protec-

tion requires less spare capacity than the service-oriented approach. This

means that there is less wastage of higher layer equipment resources by

assigning spare capacities, which in turn leads to better utilization of re-

sources.

This scheme, however, has its own disadvantages too:

� If we consider the IP/ATM/SONET/WDM example, we realize that, in

this approach, there are four recovery schemes responsible for IP data-

grams -

1. WDM Virtual Wavelength Path restoration in the case of WDM equip-

ment failure,
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2. SONET path recovery schemes in the case of a SONET equipment

failure,

3. ATM VP restoration in the case of ATM equipment failure, and

4. IP re-routing or HSRP, in the case of IP equipment failure

This requires additional functionality in the network to co-ordinate the

recovery actions at the different layers. It is important not to trigger off,

say, the ATM recovery scheme in the event of SONET equipment failure,

since this might lead to conflicting recovery actions. This additional co-

ordination or interworking functionality adds to the complexity of this

recovery approach.

� Another issue to be considered here is the allocation of spare capacity.

Going back to the IP/ATM/SONET/WDM example, since IP datagrams

are recovered by four schemes, we need spare IP resources, as well as

spare ATM VPs, spare SONET paths and spare Wavelength Paths. We

shall look at resource provisioning and allocation of spare capacities in

the next section.

4.2 Spare Capacity Allocation

In the transport-oriented survivability approach discussed above, the cost-effective

provisioning of spare resources presents a tough problem. We now describe

two ways to plan spare resources in a multi-layer network.

4.2.1 Layered Spare Capacity Assignment

This is the traditional approach to spare capacity assignment in layered net-

works. Redundancies are provided at each network layer in this approach.

Consider a network that is layered as ATM/SONET/WDM. In the event of an
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ATM equipment breakdown, backup VPs need to be provided at the ATM layer

for all working VPs crossing the failed equipment. In addition to these spare

resources at the ATM layer, we require SONET paths to carry the working as

well as the backup VPs. In the event of a SONET equipment failure, it is neces-

sary to provide a backup SONET path, plus spare capacity to protect the ATM

demand being carried over the SONET path. This ATM demand includes the

working as well as spare capacity assigned at the ATM layer. Similar spare

capacity assignments need to be done at the WDM layer, in the form of spare

Virtual Wavelength Paths for Wavelength Path Failure, plus spare capacity to

protect the working, as well as the spare SONET paths in addition to spare

capacity for the ATM demand.

The major drawbacks of this approach are as follows:

� Spare ATM resources are considered as “working” demand for the SONET

layer, thus increasing the working resources at the SONET layer. Thus,

more working resources need to be protected at the lower network lay-

ers, in order to provide for both working, as well as spare, higher layer

resources.

� If we use the transport-oriented survivability approach described in the

previous section, these spare higher layer resources, which become the

“working” demand for the lower layers, are actually already protected

against lower layer failures, because of the bulk restoration capability of

the lower layer. Therefore, provisioning of spare resources at the lower

network layer in order to accomodate spare resources at higher layers,

becomes a “redundant redundancy”.

� Each spare resource pool is dedicated to a specific network layer recovery

scheme and cannot be shared across network layers. This means to say,

SONET spare resources cannot be used to perform ATM recovery func-

52



tions or vice versa. Thus a lot of spare capacity is wasted.

Thus, in general, the traditional layered spare capacity provisioning concept

requires an excessive amount of spare resources overall.

4.2.2 Pre-emptive Spare Capacity Assignment

This spare capacity assignment scheme was proposed at the University of Ghent

[15]. In this approach, higher layer spare resources are supported as traffic that

can be “pre-empted” by lower layer spare resources. This enables the re-use

of lower layer spare resources to carry higher layer spare resources. This helps

resolve the “redundant redundancy” problem mentioned above.

Going back to our ATM/SONET/WDM example of the previous section,

the total needed spare resources can be decreased by re-using the SONET ca-

pacity occupied by spare ATM resources, for SONET recovery purposes. These

spare ATM resources are useful for ATM recovery in the event of ATM equip-

ment failure, but are useless in the event of SONET equipment failure, when we

use the transport-oriented survivability approach. This is because, SONET re-

covery schemes are used to restore ATM services when the SONET equipment

fails. In the pre-emptive spare capacity scheme (also called the Common Pool

scheme in [15]), the SONET capacity occupied by the ATM spare resources,

is utilized by SONET recovery schemes. The spare resource sharing can be

achieved by making higher layer spare resources “pre-emptible” in the event

of lower layer equipment failure, i.e., if there is a SONET equipment failure,

the spare capacity allocated at the ATM layer (for ATM equipment failures) is

pre-empted and allocated to the SONET layer. It should be noted that the pre-

emptive spare capacity assignment scheme is applicable only in conjunction

with the transport-oriented survivability approach. In the case of the service-

oriented survivability approach, the ATM resources are still required even in
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the event of SONET or WDM equipment failures, and hence, must not be pre-

empted.

Another issue in this scheme is to plan higher layer spare resources to use

separate ports of their cross-connects (or switches, routers, add-drop multi-

plexers as the case may be). For instance, working VP connections and spare

VPs should use separate ports of an ATM switch. This ensures that spare and

working resources of the ATM logical network are treated in a different way

by the underlying transport network. This also allows for the planning of the

transport network to be different and therefore, results in cost savings at the

transport layer. In other words, the working resources in the transport layer

(say SONET paths) carry native SONET demand as well as ATM working re-

sources, but not the spare ATM resources. The spare SONET resources protect

the working SONET resources (including the ones carrying ATM traffic). A

few, if any, additional resources will then be required at the SONET layer to

protect ATM spare resources.

A further implication of the pre-emptive resource sharing scheme is that, be-

cause higher layer spare resources can be pre-empted by lower layer resources,

in the event of lower layer failures, some part of the higher layer spare resources

may be unavailable temporarily until the lower layer failure is repaired. (i.e.,

spare ATM resources may be unavailable during a SONET equipment failure).

This, however, does not affect the higher layer survivability, as these services

are automatically restored using the transport-oriented survivability approach.

Thus, the major advantage of this scheme is the re-use of spare lower layer

resources to provide “extra” survivability at the higher layer.

An important issue to successfully deploy this scheme is to translate spare

capacity requirements of different layers in terms of a common unit, so that

resource sharing can be employed using a common pool. As will be seen in

Chapter 5, we have opted to translate all spare capacities to Virtual Wavelength
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Paths, as these are the basic resources used in the WDM transport network for

the SIAPs.

Precautions need to be taken to prevent higher layer recovery schemes from

being activated in the event of higher layer traffic being affected on account of

lower layer failures. This requires alarm correlation schemes as well as syn-

chronization schemes.

4.3 Summary

The taxonomy of the different survivability approaches, spare capacity schemes

and network architectures discussed in this chapter is shown in Figure 4.3.

Survivability Approach
Service-Oriented Transport-Oriented

Survivability Approach

Service-Transparent Networks

Survivability Approach

Layered Spare
Capacity Allocation

Layered Spare
Capacity Allocation

Pre-emptive Spare
Capacity Allocation

Layered Spare
Capacity Allocation

Layered Networks

Multi-Service Networks

Layered Spare
Capacity Allocation

Service-Oriented
Survivability Approach

Transport-Oriented

Figure 4.3: Taxonomy of Network Architectures, Survivability Approaches and
Spare Capacity Allocation Schemes
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Chapter 5

Analysis Methodology, Performance

Evaluation of Different

Survivability Approaches

In this chapter, we describe a general framework to evaluate the performance

of different survivability architectures, based on the network cost(in terms of

the amount of spare resources required) and the restoration time for different

failure scenarios. A quantitative measure of the network survivability is pro-

vided.

Different approaches to quantify the network resilience have been proposed

[6, 4, 2]. In [6], an analysis of the service unavailability for different network ar-

chitectures and restoration schemes, based on the modeling of self-healing ar-

chitectures, is presented. A framework for disaster-based network survivabil-

ity, wherein survivability is characterized in terms of a “survivability density

function”, is presented in [4]. Our approach to quantifying the network sur-

vivability is motivated by [2]. In [2], the degree of survivability is measured in

terms of the fraction of the total service demand (before failure) that is available

after a failure event and the remedial action that is taken thereafter. This frac-
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tion also includes the services that are not affected by the failure. For example,

if the total demand before a failure event is, say, 10 (in arbitrary units). After

a failure occurs, if the demand that is unaffected is 3. If the restored demand

after failure is 4, then the total available demand after the remedial action is

3+ 4 = 7. Thus the degree of survivability, according to [2] becomes 7
10
= 0:7.

In our approach, we do not consider the demand that is not affected by the

failure to be part of the measure of the degree of survivability. This is because,

we are interested in evaluating different survivability approaches to restore af-

fected demand only. Thus, in the previous example, the degree of survivability

according to our definition becomes the ratio of restored demand to affected

demand, i.e., 4
6
= 0:67.

5.1 Network Survivability Analysis

5.1.1 Degree of Survivability

In order to quantitatively measure the fault-tolerance of the network and the

effectiveness of the restoration scheme used, we define a parameter s(t) as the

degree of survivability. The degree of survivability, as we define it, is the ratio

of restored demand to the affected demand, in the event of a failure. Thus, s

varies from 0 to 1. As is clear by the notation, s(t) is a function of time t.

The nature of s(t) is shown in Figure 5.1. Thus, as soon as the network fail-

ure occurs, at time t = 0, s drops to zero. The time required for the failure infor-

mation to propagate after the failure is detected is shown as tdet. The restora-

tion time tr required to attain a target survivability sT is dependent on the size

of the network, the distance between the node pairs (or the link lengths), the

amount of spare resources allocated and the restoration schemes used. The

time for complete restoration of all services is tR. Thus, s(tR) = 1.

For s(tr) = 0, there is no redundancy or protection from failure in the network,
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Figure 5.1: Degree of survivability s(t)

as a result of which, the services affected are irrecoverable. This is the worst

case, but it has the minimum cost, since no protection mechanisms are pro-

vided for.

On the other hand s(tr) = 1 ensures that the network is completely survivable

against failure. In this case, tR = tr. This represents the most desirable case.

However, the costs involved in ensuring complete survivability may be high,

and it may also take a lot of time to restore all the affected services completely.

5.1.2 Restoration Time

The total restoration time tr required to attain a target survivability sT is com-

posed of [2]:

� Detection time - the time taken to detect the failure.

� Notification time - the time taken to notify all the nodes in the network of

the failure. This includes the propagation delay (which depends on the

58



inter-node distances) as well as the per-node processing time.

� Affected service identification time - the time taken to identify the services

affected by the failure.

� Path selection time - the time taken to select alternate routes for the af-

fected services. This time can be avoided by pre-planned allocation of

spare routes.

� Rerouting time - the time taken to reroute the affected services using the

spare paths so as to attain the target survivability sT.

Note 1: In our analysis, we express the affected demand in terms of the number

of VWPs that are affected by the failure. Consequently, the restored demand is

the number of VWPs that are restored. The rerouting time is the time required

to restore the number of VWPs required to attain the target survivability sT (i.e.,

the number of VWPs required is sT times the number of VWPs affected by the

failure).

Note 2: For the purpose of comparing the various survivability schemes, we

assume that one logical path for each kind of service is mapped on to one VWP,

i.e., for example, one SONET path is mapped on to one VWP and so is one ATM

VP, and so also one IP “flow”. This is based on the assumption in [3], where an

ATM VP is mapped on to a VWP in an ATM-based photonic network.

Note 3: In this analysis, we have taken the restoration times assuming the

worst-case scenario that processing of link failure cannot be done in parallel,

and each node needs to be informed about the failure through the physical

layer topology.

We now discuss the typical restoration times for Virtual Wavelength Path Restora-

tion at the WDM layer [3], the SONET Self Healing Ring and/or Automatic

Protection Switching scheme [1], the ATM VP restoration scheme [8] and the

Hot Standby Router Protocol for IP Router Failure restoration [12].
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5.1.2.1 VWP Protection

� A failure is detected when there is no signal on a particular wavelength

channel. This is equal to the length of time required to transmit an optical

frame, tframe which is equal to 125�s.

� If Nw nodes are to be informed about the failure, and the average inter-

node distance is l km, the total propagation delay for failure notification is
Nwl
2�105

seconds where the denominator is the speed of light through fiber in

kilometers per second. The per-node processing delay, tWDM
proc in WADM

is currently approximately 3ms[3]. Thus the total time required to notify

other nodes of the failure is Nwl
2�102

+Nw � tWDM
proc milliseconds.

� By assigning alternate VWPs and spare capacity in advance, we eliminate

the need for dynamic path selection.

� Suppose the affected WDM demand is Daw VWPs. If the required degree

of survivability is sT (which by definition is the ratio of the restored de-

mand to affected demand), the number of VWPs to be restored is sT�Daw.

The switching time, tWDM
sw per VWP is typically 20 ms or faster[3]. Thus

the rerouting time is tWDM
sw � sT �Daw.

The total restoration time in milliseconds to restore WDM services is given

by:

tWDM
r = tframe +

Nwl

2� 102
+ (Nw � tWDM

proc ) + (tWDM
sw � sT �Daw) (5.1)

5.1.2.2 SONET Protection

� A failure is detected when there is an Alarm Indication Signal (AIS) indi-

cating Loss of Signal (LOS), Loss of Frame (LOF) etc. The time required

to detect a failure, tSONETdet , (or a signal degrade such that the Bit Error Rate

is greater that 10-6) is about 10 ms [1, 8].
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� If Ns nodes are to be informed about the failure, and the average inter-

node distance is l km, the total propagation delay for failure notification

is Nsl

2�105
seconds where the denominator is the speed of light through fiber.

The per-node transfer delay is due to the fact that 3 consecutive SONET

frames (K1 and K2 bytes) indicating the failure state have to be received.

The processing delay is, therefore, equal to 3� 0:125 = 0:375ms. The pro-

cessing delay per node is 125 �s. For bidirectional switching, this delay is

multiplied by two (i.e., 250 �s). The processing delay, tSONETproc is, therefore,

equal to 0:375+(Ns�0:250)ms per K1/K2 byte transfer. Three such trans-

fers are required for successful switching. Thus the total time required to

notify other nodes of the failure is Nsl

2�102
+ (3� tSONETproc ) milliseconds.

� By assigning alternate demand paths and spare capacity in advance, we

eliminate the need for dynamic path selection.

� Suppose the affected SONET Demand is Das VWPs. As explained in Note

2 above, we assume that one SONET path is transported on a single VWP.

If the required degree of survivability is sT, the demand, in terms of num-

ber of VWPs to be restored is sT � Das per link. The switching time,

tSONETsw per VWP is typically 10 ms or faster. Thus the rerouting time is

tSONETsw � sT �Das.

The total restoration time in milliseconds to restore SONET services is given

by:

tSONETr = tSONETdet +
Nsl

2� 102
+ (3� tSONETproc ) + (tSONETsw � sT �Das) (5.2)

5.1.2.3 ATM Protection (from [8])

� It is shown [8] that the time, tATMdet , required to detect a “hard” failure

(BER > 10-3) in an ATM network, with link rate 2.4 Gbps, is currently

about 0.1 ms.
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� If Na nodes are to be informed about the failure, and the average inter-

node distance is l km, the total propagation delay for failure notification is
Nal

2�105
seconds where the denominator is the speed of light through fiber.

The per-node processing delay in ATM switches, tATMproc is typically 1ms.

Thus the total time required to notify other nodes of the failure is Nal
2�102

+

Na � tATMproc milliseconds.

� By assigning alternate VWPs and spare capacity in advance, we eliminate

the need for dynamic path selection.

� Suppose the affected ATM demand is Daa VWPs. If the required degree

of survivability is sT, the number of VPs to be restored is sT�Daa. As per

Note 2 above, we make the simplifying assumption that one VWP carries

a single VP. The time required to activate a single VP, tVP is typically 0.1

ms[8]. Thus the rerouting time is tVP� sT �Daa.

The total restoration time in milliseconds to restore ATM services is given

by:

tATMr = tATMdet +
Nal

2� 102
+ (Na � tATMproc ) + (tVP� sT �Daa) (5.3)

5.1.2.4 IP Protection

� In the HSRP protocol [12], periodic HELLO packets are sent in each logi-

cal route to see if the route is available. This HELLO time is configurable.

The minimum time required to detect a failure is, therefore, a HELLO

interval. A typical value[12] of the HELLO time is tHELLO = 1 second.

� The time taken to declare a router to have failed, is the HOLD time. This

is typically set to tHOLD = 3 seconds[12]. If Ni nodes are to be informed

about the failure, the total time required to notify each affected node

about the failure is Ni � tHOLD seconds.
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� By assigning alternate routes and spare capacity in advance, we eliminate

the need for dynamic path selection.

� Suppose the affected IP demand is Dai VWPs. As explained in Note 2

above, we assume that one VWP carries a single IP ”flow” path. If the

required degree of survivability is sT, the demand, in terms of number

of VWPs to be restored is sT � Dai per link. The rerouting time per new

route is typically treroute = 12 seconds[12]. Thus the rerouting time is

treroute � sT �Dai seconds .

The total restoration time in seconds to restore IP services is given by:

tIPr = tHELLO +
Nil

2� 105
+ (Ni � tHOLD) + (treroute � sT �Dai) (5.4)

5.1.3 Demand Requirements

In order to make the framework independent of bit-rates, we consider the ba-

sic unit of capacity as one Virtual Wavelength Path (VWP). A VWP can carry

SONET frames, ATM VPs, IP datagrams or any other data format. Bandwidth

can be assigned to VWPs just like it is assigned to ATM VPs. Spare capacity re-

quirements of different network services can be expressed in terms of the num-

ber of VWPs required to transport those services. Another reason for express-

ing capacity in terms of VWP’s is that these can easily be expressed in terms of

number of SONET DS3s (or equivalent), or ATM VP bandwidth or simply bits

per second, as and when it is desired, if we know the capacity of the service

path being considered. For example, if we know that one VWP carries a single

SONET path, which is allocated a bandwidth of 10 DS3s, then we know that the

capacity of a VWP carrying SONET is equivalent to 10 DS3s. Similarly if the

pre-allocated ATM VP bandwidth for a given connection is 40 Mb/s, then the

VWP carrying an ATM VP has a capacity of 40 Mb/s. The maximum capacity

of any VWP is the available link rate.
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Figure 5.2: Illustration of Dropped and Transit Demand
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Each link has some transit demand and some dropped demand. The transit

demand for any link is the demand that traverses either node of the link as an

intermediate hop before the actual destination. The dropped demand is the

demand that is destined for any end-node of the link (i.e., it is dropped at that

node and not carried over to the other nodes). This is illustrated in Figure

5.2. In the example network of Figure 5.2 (a), let us consider link AB. This link

carries the demand for demand pair (A,B) = 4, as seen in Figure 5.2 (b). This is

dropped demand, as it is not carried over beyond node B. Now consider link BC.

This link carries transit demand between nodes B and D. This transit demand

(4 units) is not dropped at C, but carried over to link CD. However, since it

is dropped at D, the demand for node-pair (B,D) becomes part of the dropped

demand for link CD. Link CD also carries dropped demand between node pairs

((A,C) (3 units) and (C,D) (5 units). Similarly, link AD carries transit demand of

3 units attributed to node pair (A,C). The dropped and transit demands for the

four links of the network are shown in Figure 5.2 (c).

For a network with N nodes, as per our formulation, we define the follow-

ing parameters:

� dij !VWP demand between nodes i and j. Thus dij is the dropped demand

at node j from node i.

� p ! Spare capacity ratio, i.e., the ratio of required spare capacity to the

corresponding working capacity

� q!Transit capacity ratio, i.e., the ratio of transit VWP demands to dropped

VWP demands at each node.
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Thus, the total number of working VWPs dropped at each node i is the sum

of all the VWP demands destined for that node from every other node. This is

given by the summation :

nX

j=1

j6=i

dij

The total number of VWPs terminated at each node is the sum of the total

dropped demand and the total transit demand at that node. Using the defi-

nition of the transit capacity ratio q described above, we get:

Total working VWP demand terminated at each node j

= Total dropped VWP demand + Total transit VWP demand

= (1+ q)

nX

j=1

j6=i

dij

The total VWP demand requirement at each node j is the sum of the working

demand and the protection demand. Using the spare capacity ratio p defined

above, we have:

Total VWP demand terminated at each node j

= Total working VWP demand + Total spare VWP demand

= (1+ p)(1+ q)

nX

j=1

j6=i

dij

The network cost is directly related to the total demand requirement (dropped

plus transit) at each node of the network. In addition to the variable transport

cost of the VWPs in the network, we have fixed costs like the cost of fiber and

the network equipment used. For a given network topology, we can determine

the fixed costs and express these in terms of VWP demand requirements. The

variable transport cost depends on the survivability and spare capacity assign-
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ment approach, as also the degree of transparency of the network. Knowing the

demand pattern of a given network and the transit and spare capacity ratios,

the variable transport cost can be evaluated. Since the network cost is directly

related to the capacity requirements, we shall limit our discussion to determin-

ing the capacity requirements, as an indicator of network cost. For a required

degree of survivability sT for a given failure condition, we can obtain the re-

lationship between sT and capacity r. Using this information we can also find

out the restoration time tr for attaining a target survivability sT for a particular

restoration scheme.

5.1.4 Comments about parameters p and q

By introducing the Spare Capacity Ratio p, and the Transit Capacity Ratio q, we

have made this framework very general and adaptable to any kind of network

topology and any survivability strategy.

The parameter p varies according to the network connectivity and surviv-

ability approach used. In general, for highly connected mesh networks, p !

0:5[1].

The parameter q depends on the extent of network connectivity. If every

node of the network is connected to every other node, then there is no transit

demand at any node, as direct links are available from point-to-point. Thus, for

a fully interconnected mesh architecture, q = 0. Similarly, in the case of a Ring

demand pattern, the transit demand at each node is almost always equal to the

total demand that is dropped at that node. Hence, q = 1 for ring-connected

demand patterns.
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5.1.5 Algorithm to Evaluate the Performance of Survivability

Approaches

Let us consider a hypothetical network of N nodes. We define additional pa-

rameters below in order to generalize this framework to any network topology

and size.

In this framework, we define:

� LetM = fm1;m2;m3 : : :mng be the set of different survivability approaches.

� The total spare capacity requirement is r. For this framework, we define

the units of spare capacity in terms of the number of Virtual Wavelength

Paths required. This makes the parameter bit-rate independent.

� The total network cost is directly related to the total capacity requirements

(working and spare). In addition, the network cost includes the initial in-

vestment cost and the transport cost. We shall, however, discuss only the

capacity requirement for each link in the network in order to support the

working and the spare demand to ensure the required degree of surviv-

ability.

� The restoration time is described by tr. This is the time required to restore

the failed services in order to attain a target survivability of sT.

For each survivability approach mk 2 M, we need to determine the total

capacity requirement of the network in order to meet the sT survivability de-

gree and measure the corresponding restoration time tr. We summarize the

methodology to analyze the survivability of any network, for a given demand

pattern, connectivity and transparency. It should also be noted that this frame-

work is equally applicable to smaller networks as it is applicable to Wide Area

Networks.
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� For a given physical network topology, establish the logical topologies for

the different services/layers supported by the network (for example, the

physical connectivity could be in the form of a ring network, but the logi-

cal connections, like the ATM VP connections or the IP flows or the WDM

VWPs may have different topologies, like mesh, supercube, hypercube

etc). Logical topologies should be designed such that the shortest phys-

ical path is chosen to interconnect the nodes forming the logical links,

and, at the same time, the mapping of the logical topologies to the phys-

ical topology should be such that resource blocking is avoided as far as

possible. In a WDM logical network (i.e., a logical “network” formed by

interconnecting different VWPs), resource blocking refers to wavelength

blocking - which means that the number of wavelength channels required

in any physical link in order to satisfy a particular logical connection, ex-

ceeds the number of wavelengths available. In an ATM network, resource

blocking refers to excessive bandwidth requirements of VPs. In general,

the total bandwidth required on any link should not exceed the avail-

able link capacity. The design of logical topologies for wavelength-routed

optical networks is discussed in [30]. The design of the optical layer is

discussed in [31] and the wavelength assignment problem is addressed

in [32].

� The next step is the Demand Assignment. For a given network, the de-

mand pattern is usually known. Else, for the purpose of analysis, a de-

mand pattern between each node pair is established for the physical as

well as logical topologies being considered. The transit capacity ratio q is

determined based on the network connectivity. This is then used to com-

pute the total capacity for each logical link for each logical topology. The

mapping of the logical topologies to the physical topology yields the total

working capacity for each physical link.
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� A list of all possible, or most frequently occurring failure scenarios (like

a fiber cut, a Network Element (SONET ADM, ATM switch, IP router,

WADM etc.) failure, etc.). Alternatively, if we wish to compare surviv-

ability approaches for only a particular kind of failure, like single physical

and logical link failures, only those scenarios are listed.

� For each failure scenario from the above list, we consider different sur-

vivability approaches and spare capacity assignment strategies. In the

present work, we limit the survivability approaches to the Service-Oriented

and Transport-Oriented approaches discussed in Chapter 4. The spare ca-

pacity assignment strategies used are the Layered approach and the Pre-

emptive approach, as described in Chapter 4.

� For each such approach

– The spare capacity is assigned to each logical and physical link to

achieve the desired degree of survivability sT. The spare capacity

ratio p is then calculated and the spare capacity r is determined for

each link.

– The total VWP demand (including both the working as well as the

spare demand) for each logical network link is computed. Based

on the survivability approach and the spare capacity assignment ap-

proach used, these demands are mapped to each physical link.

– The restoration time tr for this sT is estimated using the relation-

ship between restoration time and demand to be restored for differ-

ent restoration schemes, as already discussed in Section 5.1.2. (From

Figure 5.1, sT = 1 implies tr = tR).

– The above calculations are repeated for a given tr < tR constraint

and the corresponding sT is determined (in this case the spare ca-
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pacities are assigned taking into account 100% survivability and the

restoration time to achieve 100% survivability, tR is calculated).

� Comparative plots and tables are generated to evaluate s(t), r and tr

� The most cost-effective and fast-restoring survivability approach is rec-

ommended for the given network topology and degree of transparency.

The above algorithm is summarized in the flow diagram shown in Figure 5.3.

5.2 A Simple Example to Illustrate the Algorithm

We first consider a simple four-node network, shown in Figure 5.4 in order to

illustrate the application of the algorithm formulated in the previous section.

The survivability analysis of this network is done as per the steps described in

the previous section. After understanding the algorithm, we proceed to ana-

lyze a more practical, larger network in the next section. We consider a simple

hypothetical network that has ATM and SONET services over WDM.

5.2.1 Topology

As shown in Figure 5.4 (a), we have the physical (or WDM layer) connected in

a ring topology. Figure 5.4 (b) and (c) show the logical topologies formed by

point-to-point path connections at the ATM and SONET layers respectively.

5.2.2 Demand Assignment

The next step, after establishing the physical and logical topologies of the net-

work is Demand Assignment. Let us first consider the demand assignment at

the ATM layer. Let us suppose that each node pair carries the same demand,

equivalent to one VWP. From Figure 5.4 (b), it is clear that the logical ATM
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Figure 5.3: Flow Diagram for the Algorithm to evaluate different survivability
schemes
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Figure 5.4: Simple Example Network - Physical and Logical Topologies

topology provides a direct logical path (a VP in this case) for each demand

pair, except for the demand between nodes B and D. Let us consider that the

ATM demand between nodes B and D traverses node C, i.e., it is mapped on

to logical paths BC and CD. As per our definition, this constitutes some transit

demand over logical link BC and is dropped on link CD. The working demand

distribution for each ATM logical link is tabulated in Table 5.1.

Table 5.1: ATM logical layer (4 node network) - demand pattern
Logical Link Dropped Demand Transit Demand Total Demand

AB 1 0 1
AC 1 0 1
AD 1 0 1
BC 1 1 (for (A,D) ) 2
CD 2 (incl. (A,D) ) 0 2

From Figure 5.4 (c), it is clear that the SONET logical network forms a fully

interconnected mesh. Thus, there exists a direct logical path for each demand

pair, and, therefore, there is no transit demand associated with any logical link.
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Each logical link in the SONET network carries a demand of one VWP.

Now, let us consider the mapping of each logical layer to the physical layer

network.

1. Service-transparent Network

If we consider a service-transparent network, then both the ATM logical

network as well as the SONET logical network are directly mapped on to

the WDM physical layer network. In this case, the mappings for the ATM

network to the physical layer and the SONET network to the physical

layer are shown in Table 5.2 and Table 5.3 respectively.

Table 5.2: ATM logical layer to Physical layer mapping (4 node network)
Logical ATM Link Physical Link

AB AB
AC AB, BC
AD AD
BC BC
CD CD

Table 5.3: SONET logical layer to Physical layer mapping (4 node network)
Logical SONET Link Physical Link

AB AB
AC AB, BC
AD AD
BC BC
BD BC, CD
CD CD

For a more complicated, realistic network with multiple services, the de-

mand routing is done using well known algorithms that select the short-

est available path. The logical to physical layer mappings are also done

such that there is no resource blocking on the links. Spare capacity assign-

ments are done based on the degree of survivability required. In order to

avoid the overhead of dynamic spare route calculation, spare paths are
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usually pre-assigned. These spare paths are assigned such that route di-

versity is achieved.

Based on the above mappings, the working demand requirement for each

physical link are calculated. Thus, physical link AB accommodates ATM

logical paths AB and AC. It also accommodates SONET paths AB and

AC. Each of the above paths has a VWP requirement of 1. Thus, physical

link AB has a working requirement of 4 VWPs. Similarly the working

requirements of the other physical links (BC, CD and AD) are calculated

and tabulated in Table 5.4.

Table 5.4: Physical layer working demand requirements (service-transparent
network)

Physical Link ATM Demand SONET Demand Total Demand
AB 1 (AB) + 1 (AC) 1 (AB) + 1 (AC) 4
BC 1 (AC) + 2 (BC) 1 (AC) + 1 (BC) + 1 (BD) 6
CD 2 (CD) 1 (BD) + 1 (CD) 4
AD 1 (AD) 1 (AD) 2

2. Layered network

In the case of the layered network, ATM services are mapped on to the

SONET layer which is then mapped on to the WDM layer. In this case, the

SONET logical links carry ATM demand in addition to the SONET native

demand. The working demand requirements at the SONET layer, are,

therefore increased. The working demand requirements at the SONET

layer for the layered 4 node network are tabulated in Table 5.5.
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Table 5.5: SONET layer working demand requirements (layered network)
SONET Logical Link ATM Demand SONET Demand Total Demand

AB 1 (AB) 1 (AB) 2
AC 1 (AC) 1 (AC) 2
AD 1 (AD) 1 (AD) 2
BC 2 (BC) 1 (BC) 3
BD - 1 (BD) 1
CD 2 (CD) 1 (CD) 3

The physical layer requirements for the layered network are shown in

Table 5.6.

Table 5.6: Physical layer working demand requirements (layered network)
Physical Link SONET Native Demand SONET Layer ATM demand Total Demand

AB 1 (AB) + 1 (AC) 1 (AB) + 1 (AC) 4
BC 1 (AC) + 1 (BC) + 1 (BD) 1 (AC) + 2 (BC) 6
CD 1 (BD) + 1 (CD) 2 (CD) 4
AD 1 (AD) 1 (AD) 2

5.2.3 Failure Scenarios

Since this is an illustrative example network, we shall not consider all possible

link failures. Let us consider the following situations separately :

1. Physical Link CD fails (for e.g., due to a fiber cut)

2. Logical SONET link BC fails (for e.g., due to failure of the SONET equip-

ment connecting B and C)

3. Logical ATM link BC fails (for e.g., due to failure of a port of the ATM

switch that establishes the VP between B and C)

We are not concerned about what equipment failure actually causes the above

physical or logical links to be inaccessible. To simplify our analysis, we shall

treat any kind of failure in terms of the physical and/or logical link failures that

result from it.
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5.2.4 Survivability analysis

5.2.4.1 Service-Oriented Approach

As mentioned before, in the Service Oriented Approach, the services that are

affected by a particular failure, perform the restoration function, irrespective of

the origin of the failure.

1. Failure of Physical link CD

From Table 5.4, for the service-transparent network, the failure of phys-

ical link CD affects the ATM demand carried on ATM logical link CD (2

VWPs) as well as the SONET demand carried on SONET logical links BD

and CD (1 VWP each). Using the service-oriented approach, this means

that two restoration schemes - one at the ATM layer and another at the

SONET layer - would be needed to restore the affected services.

Let us suppose that we have an average link length of 100 km. Since it is

a 4-node network, the failure message needs to be propagated to 2 nodes

(since the other 2 nodes constitute the link that has failed). If 100 % sur-

vivability is desired, i.e., target survivabiliy sT = 1, then, using Equation

5.2 for SONET restoration and the typical values of the variables listed

therein, we have :

tSONETr = 10+
(2�100)

2�102
+ 3(�(2� 0:250) + 0:375) + (10� 1� 2)

= 33:625ms

If, however, we desired only 50 % survivability, then substituting sT = 0:5

in Equation 5.2, we can calculate the restoration time for SONET services

to be 23.625 milliseconds.
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Similarly, using Equation 5.3, we can compute the time required to com-

pletely restore the affected ATM services. tATMr = 0:1+
(2�100)

2�102
+ 2+(0:1�

1� 2)

= 3:3ms

If only 50 % restoration is desired, the restoration time for ATM services

becomes 3.2 ms. It can thus be seen that ATM restoration is extremely

fast as compared to SONET restoration (as expected). It is also interest-

ing to observe that the difference in restoration time between complete

restoration and 50 % restoration of ATM services is only 0.1 ms. Thus, we

can expect a very steep slope (almost vertical) when we plot the degree of

survivability for ATM restoration versus the restoration time.

From Tables 5.4 and 5.6, we observe that for the example network being

considered, the number of services affected by the failure of any physical

link is the same for the service-transparent as well as the layered net-

works. Hence, the restoration times will also be the same. It should,

however, be noted that in practical cases, the demand requirements for a

layered network may differ from the service-transparent network, and so

the calculations must be repeated.

2. Failure of logical SONET link BC

In the service-transparent network, the failure of logical SONET link BC

leads to 1 VWP (demand between B and C) being lost. Repeating the

calculations for an average link length of 100 km, using Equation 5.2, the

restoration time for complete restoration can be calculated to be 23.625

ms. Since there is only 1 VWP to be restored, the degree of survivability

can have a value of 0 (no restoration) or 1 (restoration of the only VWP). In

the case of the layered network, the failure of SONET link BC also affects

ATM demand on ATM logical link BC. Thus, ATM-level restoration also

needs to be done to restore the affected ATM demand (2 VWPs). As per
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Equation 5.3, this takes a restoration time of 3.3 ms.

3. Failure of logical ATM link BC

Since the ATM layer is the highest service layer of the network in consid-

eration, only ATM services are affected by an ATM layer failure. In this

case, the demand of 2 VWPs on ATM logical link BC is affected. The com-

plete restoration of this demand, using Equation 5.3, can be calculated to

take 3.3 ms.

5.2.4.2 Transport Oriented Approach

In the transport-oriented approach the restoration function is handled by the

lowest layer where the failure occurs. Since failures propagate to higher layers,

multiple higher layer services can be restored by a single lower layer restoration

function.

1. Failure of physical link CD

As discussed before, the failure of physical link CD affects 2 ATM VWPs

and 2 SONET VWPs. Thus a single physical layer restoration can restore 4

higher layer services. The restoration time can be calculated using Equa-

tion 5.1, which relates the restoration time to the degree of survivability

and the average link length for WDM restoration. For a target survivabil-

ity of 100 % (sT = 1), we have

tWDM
r = 0:125+ 2�100

200
+ 2� 3+ 20� 1� 4

= 87:125ms

If only 50 % survivability is desired, the corresponding restoration time

required is 47.125 ms.

2. Failure of SONET logical link BC

For the service-transparent network, both the service-oriented and transport-

oriented approaches yield the same restoration times for SONET layer
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failure. Thus, for the service-transparent network, the SONET demand

that is affected is 1 VWP and the time required to recover it is 23.625 ms

as calculated before. However, if we have a layered network, the Failue of

SONET logical link BC also affects ATM logical link BC which is mapped

on to it. Thus, the SONET recovery scheme has to restore 3 VWPs (1 hav-

ing native SONET demand and 2 carrying the ATM demand for ATM

logical link BC). Using Equation 5.2, the time required to restore all the

affected services completely, using the transport-oriented approach can

be calculated to be 43.625 ms.

3. Failure of ATM logical link BC

Since the ATM layer is the highest layer of the network being considered,

there is no difference between the service-oriented and transport-oriented

approaches for ATM layer failure. Similarly, there is no difference be-

tween the service-transparent and layered networks too. Thus, the failure

of ATM logical link affects the demand on that link (2 VWPs). As calcu-

lated before, the time required to complete recover from this failure is 3.3

ms.

5.2.4.3 Spare Capacity Allocation Schemes

In order to protect against failure, spare capacity is allocated to the different

links. Pre-determined alternate paths are established to combat link failure.

These spare paths, therefore, add to the working capacity of each link. If a

spare path is routed through a link, then the capacity required by the spare

path needs to be added to the working demand requirement of that link. It is

possible, though, that no spare path passes through a particular link. In this

case, that link does not require any spare capacity. The spare paths to protect

against physical link failure are shown in Table 5.7.

Similarly, physically diverse spare paths are established for the logical links
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Table 5.7: Physical layer spare path assignment
Physical Link Spare Paths

AB AD-DC-CB
BC BA-AD-DC
CD CB-BA-AD
AD AB-BC-CD

too. The ATM spare paths are shown in Table 5.8 and the SONET spare paths

are shown in Table 5.9.

Table 5.8: ATM layer spare path assignment
ATM Logical Link Spare Paths

AB AD-DC-CB
AC AD-DC
AD AC-CD
BC BA-AD-DC
CD CA-AD

Table 5.9: SONET layer spare path assignment
SONET Logical Link Spare Paths

AB AD-DB
AC AD-DC
AD AC-CD
BC BD-DC
BD BA-AD
CD CA-AD

The spare capacity to be added to any link (for complete restoration) should

be sufficient to accommodate the largest working capacity of the links that are

protected by it. For example, in the network being considered, the physical link

BC has the highest working demand (6 VWPs). It is protected by the links AB,

AD and CD (from Table 5.7). Thus, the spare capacity to be added to links AB,

AD and CD should be at least 6 VWPs in order to ensure complete recovery

when link BC fails. Similarly, the link BC should be assigned a spare capacity

of 4 VWPs.
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For the service oriented approach to survivability, each network service

layer is allocated spare capacity in a manner similar to that described above.

For each logical layer, spare paths are pre-established and logical links are as-

signed spare capacity to accommodate the spare paths.

In the transport-oriented approach to survivability, there are two ways of

allocating spare capacity. These are :

1. Traditional Spare Capacity Allocation

In the traditional layered spare capacity allocation, we first allocate spare

capacity to the highest layer of services being offered (i.e., in this case,

the ATM layer). As per the explanation given above, if we consider ATM

link AB (working demand =1 VWP), from Table 5.8, it is seen that AB

needs enough spare capacity to protect ATM logical link BC (working

demand = 2 VWPs). Thus the total capacity (including spare capacity)

of ATM link AB should be 3 VWPs. In a layered network, this ATM

link is accommodated in SONET logical link AB. Thus the total work-

ing demand of SONET logical link AB is 4 VWPs (Native SONET de-

mand of 1 VWP and ATM demand of 3 VWPs (including ATM spare ca-

pacity) ). Thus the working SONET demand also carries the spare ATM

demand. Similarly, the SONET link AB also needs to carry spare ca-

pacity to protect SONET logical link BD (working demand = 1 VWP).

Thus, the total capacity allocated to SONET logical link AB should be

4(working) + 1(spare) = 5VWPs.

It is clear that the above scheme is wasteful because spare capacity is al-

located to the SONET layer to protect working SONET demand, which

includes spare ATM demand in addition to the actual working SONET

demand and working ATM demand. Thus, we have a “redundant re-

dundancy”. This problem can be avoided using the “Pre-emptive Spare

Capacity” approach.
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2. Pre-emptive Spare Capacity Allocation

In the pre-emptive spare capacity scheme [15], a “common pool” of spare

resources is maintained. Thus, the ATM spare capacity and the SONET

spare capacity are treated as common spare resources. In the event of

ATM layer failure, the ATM restoration schemes come into play and the

ATM spare resources are used for recovery. Thus, ATM logical link AB

will carry a spare capacity of 2 VWPs. However this spare capacity is also

shared with the SONET spare capacity. In the event of a SONET or WDM

layer failure, the 2 VWPs allocated to the ATM link AB are de-allocated

(or pre-empted) and used to provide spare SONET capacity. Thus, the

SONET working capacity does not include spare ATM capacity, unlike

the traditional approach. This means to say that the working capacity of

SONET link AB is 2 (1 VWP for native SONET demand and 1 VWP for

ATM logical link AB) as compared to 4 in the layered approach. Spare

capacity is allocated only to protect the native SONET demand and so the

total capacity of SONET link AB is 2 + 1 = 3 VWPs.

The pre-emptive spare capacity scheme results in much greater savings

in larger networks, as will be seen when we analyze the more practical,

10-node network.

The above 4 node network enables us to have an understanding of how

to apply the algorithm developed to analyze survivability schemes. We

shall now proceed to analyze a larger, more practical network in the next

section.
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5.3 Survivability Analysis of a Practical Network

5.3.1 Example Network Topology

As an example for the study of the survivability approaches and spare capacity

assignment schemes described in Chapter 4, based on the framework discussed

above, we consider a network topology modeled on the Advanced Technology

Development Network (ATDNet)[11]. This network has 10 nodes (labeled for

convenience as A through J in Figure 5.5). The physical links are labeled as 1

through 10 as shown in Figure 5.5. Each node has a SONET Add/Drop Multi-

plexer and a WDM Add/Drop Multiplexer. The physical connectivity is shown

in Figure 5.5.
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Figure 5.5: Physical topology of example network

In addition, we assume that each node except nodes E and J have ATM

switches and IP routers. The logical network formed by the ATM switches

is a hypercube with each node having a direct logical connection to two other

nodes. This logical network is shown in Figure 5.6, with logical VP links labeled

1 through 12.
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Figure 5.6: Logical ATM network topology

The physical and ATM logical connectivity is modeled on the ATDNet con-

figuration. In addition we include a logical IP network and a Virtual Wave-

length Path network.

The logical IP network shown in Figure 5.7, is also a hypercube with each

node having a logical connection to three other nodes. The logical IP links

(based on IP flows) are labeled 1 through 16 as shown in Figure 5.7.

The WDM layer is connected in a topology shown in Figure 5.8. This topol-

ogy ensures that each node is logically connected (by means of VWPs) to at

least 3 and at the most 4 other nodes. The logical links, composed of VWPs are

labeled 1 through 15 as shown in Figure 5.8. In each VWP, wavelengths are as-

signed link-by-link, i.e., the wavelengths within a VWP have local, rather than

global significance.

5.3.2 Demand Assignment

We assume a uniform demand pattern at each logical layer, i.e., all possible

node pairs have equal demand, of one VWP between them. Since there are
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Figure 5.8: Virtual Wavelength Path Network
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no point-to-point logical connections available between all node pairs (which

would have been the case had we considered a fully-meshed topology), some

of the demands are routed via different logical links. This demand routing is

done based on the shortest-path algorithm [1]. The demand routing results in

the logical links having some transit demand, in addition to the direct demand

that is dropped at either node of the link. The demand requirements for each

logical layer are tabulated in Tables 5.10, 5.11, 5.12.

Table 5.10: IP logical layer - demand pattern
Logical Link Direct Demand Transit Demand Total Demand

AB 1 1 2
AC 1 2 3
AD 1 2 3
AI 1 2 3
BD 1 1 2
BI 1 1 2
BH 1 - 1
CD 1 1 2
CF 1 3 4
CG 1 1 2
DG 1 3 4
FG 1 - 1
FH 1 - 1
FI 1 2 3

GH 1 3 4
HI 1 2 3

The logical links are mapped on to the physical links. In the case of the

transparent network, the IP, ATM and SONET demands are directly mapped

to wavelength paths. In the case of the layered network, the ATM logical links

carry some IP demands (due to the mapping of IP over ATM) in addition to

the native ATM demand. Similarly, the SONET logical links carry some ATM

demand (and consequently the IP demand carried by those ATM links) in ad-

dition to native SONET demand.

The resulting physical link demands are tabulated in Table 5.13 for the trans-
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Table 5.11: ATM logical layer - demand pattern
Logical Link Direct Demand Transit Demand Total Demand

AB 1 3 4
AC 1 2 3
AI 1 3 4
BD 1 3 4
BH 1 2 3
CD 1 3 4
CG 1 3 4
DF 1 4 5
FH 1 2 3
FI 1 2 3

GH 1 4 5
GI 1 1 2

Table 5.12: SONET logical layer - demand pattern
Logical Link Direct Demand Transit Demand Total Demand

AB 1 6 7
AD 1 6 7
AJ 1 7 8
BC 1 7 8
BI 1 6 7

CD 1 3 4
CF 1 4 5
DE 1 7 8
EF 1 1 2
EG 1 4 5
FG 1 4 5
GH 1 7 8
HI 1 6 7
HJ 1 3 4
IJ 1 1 2
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parent network.

For the layered network, the IP demands carried by the ATM logical links,

along with the native ATM demands are tabulated in Table 5.14. Similarly, the

ATM demands (including the IP demands) carried by the SONET logical links,

along with native SONET demands are tabulated in Table 5.15. Finally, the

physical links and the SONET demands carried by them are shown in Table

5.16.

5.3.3 Failure Scenarios

In order to keep our illustrative analysis simple, we consider only single link

failures because these are the most commonly occurring failures. We consider

the effect of single physical link failures (i.e., a fiber cut or a laser failure or any

other equipment failure that renders any of the physical links shown in Figure

5.5 inaccessible to the rest of the network) and single logical link failures (i.e.,

failure of WDM, SONET, ATM or IP equipment or any other failure that renders

any of the logical links shown in the logical topologies of Figures 5.6, 5.7 and

5.8 inaccessible to the rest of the logical network). Since any equipment failure

would lead to the failure of the physical or logical links that are connected to

that piece of equipment, it makes sense to treat any kind of failure in terms

of link failures. We also make the realistic assumption that the Mean Time

Between Failures (MTBF) is much greater than the time required to recover

from a failure. This means that there is no further failure occurrence during the

time when a failure is being repaired. The analysis can be extended very easily

to compute the effects of multiple link failures. Node failures can be considered

to have the same effect as simultaneous failure of all the links that are connected

to that node. Node failures may include the failures of the WADM, the SONET

ADM, the ATM switch or the IP router at a node.
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Table 5.13: Physical Link Working Demands (Transparent Network)
Physical SONET Links ATM Links IP Link Total Demand

Link (Demand) (Demand) (Demand) Demand
AB AB (7) AB(4) AB(2) 42

AD (7) AC(3) AC(3)
BI(7) BH(3) AD(3)

BH(1)
BI(2)

BC BC(8) AC(3) AC(3) 28
AD(7) BD(4) AD(3)

CD CD(4) CD(4) AD(3) 37
AD(7) BD(4) CG(2)
CF(5) CG(4) CF(4)

DE DE(8) CG(4) CG(2) 32
CF(5) DF(5) CF(4)

DG(4)
EF EF(2) CG(4) CG(2) 31

EG(5) DF(5) CF(4)
CF(5) DG(4)

FG FG(6) CG(4) FG(1) 32
EG(5) FI(3) DG(4)

FH(3) CG(2)
FI(3)
FH(1)

GH GH(8) GH(5) GH(4) 27
FH(3) FH(1)
FI(3) FI(3)

HI HI(7) GI(2) HI(3) 26
HJ(4) BH(3) BH(1)

FI(3) FI(3)
IJ IJ(2) BH(3) BH(1) 26

HJ(4) AI(4) BI(2)
BI(7) AI(3)

JA AJ(8) AI(4) AI(3) 28
BI(7) BH(3) BI(2)

BH(1)
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Table 5.14: ATM logical Links and native ATM demands and their IP Working
Demands (Layered Network)

ATM Logical Link(Native Demand) IP Logical Links (Demand) Total demand
AB(4) AB(2) 6
AC(3) AC(3) 9

AD(3)
AI(4) AI(3) 7
BD(4) BD(2) 6
BH(3) BI(2) 6

BH(1)
CD(4) AD(3) 17

CD(2)
CF(4)
DG(4)

CG(4) CG(2) 10
DG(4)

DF(5) CF(4) 9
FH(3) FG(1) 5

FH(1)
FI(3) FI(3) 6

GH(5) BI(2) 15
FG(1)
GH(4)
HI(3)

GI(2) BI(2) 7
HI(3)
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Table 5.15: SONET Links, their native demands and their ATM Working De-
mands (Layered Network)

SONET Link (Native Demand) ATM Links (Demand) Total Demand
AB(7) AB(6) 22

AC(9)
AD(7) - 7
AJ(8) AI(7) 15
BC(8) AC(9) 23

BD(6)
BI(7) BH(6) 13

CD(4) BD(6) 27
CD(17)

CF(5) CG(10) 15
DE(8) DF(9) 17
EF(2) DF(9) 11
EG(5) - 5
FG(6) FH(5) 27

FI(6)
CG(10)

GH(8) FH(5) 35
FI(6)

GH(14)
GI(2)

HI(7) BH(6) 24
FI(6)
GI(5)

HJ(4) - 4
IJ(2) AI(7) 9
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Table 5.16: Physical Links and their SONET Working Demands (Layered Net-
work)

Physical Link SONET Links (Demand) Total Working Demand
AB AB(22) 42

AD(7)
BI(13)

BC BC(23) 30
AD(7)

CD CD(27) 49
AD(7)
CF(15)

DE DE(17) 32
CF(15)

EF EF(11) 31
EG(5)
CF(15)

FG FG(27) 32
EG(5)

GH GH(35) 35
HI HI(24) 28

HJ(4)
IJ IJ(9) 26

HJ(4)
BI(13)

JA AJ(15) 28
BI(13)
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The following failure scenarios are considered:

� All possible single physical link failures (There are 10 such possibilities as

is evident from Figure 5.5). These can be considered as SONET physical

link failures.

� All possible single logical link failures at the VWP layer (There are 15 such

possibilities, as is evident from Figure 5.8).

� All possible single logical link failures at the ATM layer (There are 12 such

possibilities, as is evident from Figure 5.6).

� All possible single logical link failures at the IP layer (There are 16 such

possibilities, as is evident from Figure 5.7).

We consider first a completely service transparent network, wherein the dif-

ferent logical paths are directly mapped to Virtual Wavelength Paths without

any intermediate layering. Next we consider a completely layered approach,

where the IP logical network is mapped on to the ATM logical network, which

is then mapped on to the SONET logical network which is carried on the WDM

physical network.

5.3.4 Survivability Analysis with Service-Oriented Approach

As described in Chapter 4, in the Service-Oriented Approach, the survivabil-

ity scheme is implemented by the highest affected network layer, irrespective

of the origin of the failure. It is clear from Tables 5.13 through 5.16, that sin-

gle lower-layer failures propagate to multiple higher-layer failures. In order

to avoid time-consuming dynamic spare capacity assignment and rerouting,

physically diverse protection paths and spare capacities to achieve a target sur-

vivability sT are pre-allocated.

94



5.3.4.1 Failure at WDM level

Since this is the lowest layer, all the higher layer services will be affected. Thus,

each of the higher layers perform their own restoration schemes.

1. Transparent Network

From Table 5.13, for a single physical link failure, say link AB, the number

of SONET logical links to be restored is 3 (AB, AD and BI). The number

of ATM restorations to be carried out is also 3 (AB, AC and BH). The IP

restoration amounts to 5 logical IP links (AB, AC, AD, BH and BI).

The total demand to be restored by each service layer can be obtained

from Table 5.13. The restoration times for the different restoration schemes

can be obtained from Equations 5.1 through 5.4. We consider three dif-

ferent geographical sizes of networks - One with average link length =

10 km, which is more like a Local Area Network, one with average link

length = 300 km, which represents a Metropolitan Area Network and the

third, which represents a Wide Area Network with average link length =

1000 km.

� Restoration of native SONET demand.

For a single link failure at the WDM layer, multiple SONET demands

have to be restored. For the example network, SONET restoration[1]

is applied. The degree of survivability s(tr) is plotted as a function

of average restoration time for the three different network sizes. The

function s(tr) can be easily obtained using Equation 5.2 (which re-

lates tSONETr with the degree of survivability s). This is shown in

Figure 5.9.

� Restoration of native ATM demand.

Native ATM demand is restored using the fast VP restoration scheme

described in [8]. The survivability degree versus average restoration

95



0 20 40 60 80 100 120 140 160 180 200
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

Restoration Time t
r
 (milliseconds) −−>

D
eg

re
e 

of
 s

ur
vi

va
bi

lit
y 

s(
t r) 

−
−

>

Recovery of SONET services (transparent network) from WDM layer failure −Service Oriented Approach
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Figure 5.9: Degree of Survivability as a Function of Restoration Time for
SONET protection against WDM layer failures (Service-Oriented Approach,
Transparent Network)

time is plotted in Figure 5.10. As expected, and as already shown in

the illustrative example of Section 5.2 the ATM restoration scheme is

much faster than SONET. Also, since the ATM restoration time per

VP is really fast (see the last term of Equation 5.3), the time difference

between zero survivability and complete restoration is very small, as

a result of which the curve has a very steep slope. The advantage in

restoration speed of the ATM restoration scheme is clearly evident

from the figure.

� Restoration of native IP demand.

IP demand can be rerouted using the scheme described in [12]. The

degree of survivability versus average restoration time is plotted in

Figure 5.11. As suggested by Equation 5.4, the IP restoration scheme

is the slowest of all the four layers being considered. This is evident

in the curve shown in Figure 5.11.
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Figure 5.10: Degree of Survivability as a Function of Restoration Time for ATM
protection against WDM layer failures (Service-Oriented Approach, Transpar-
ent Network)
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Figure 5.11: Degree of Survivability as a Function of Restoration Time for IP
protection against WDM layer failures (Service-Oriented Approach, Transpar-
ent Network)
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2. Layered Network

� Restoration of native SONET demand.

The degree of survivability s(tr) is plotted as a function of average

restoration time for SONET service restoration in the layered net-

work, in the event of a failure at the WDM layer. This is shown in

Figure 5.12.
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Recovery of SONET services (layered network) from WDM layer failure −Service Oriented Approach
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Figure 5.12: Degree of Survivability as a Function of Restoration Time for
SONET protection against WDM layer failures (Service-Oriented Approach,
Layered Network)

� Restoration of native ATM demand.

The survivability degree for ATM restoration in the event of WDM

layer failure, versus average restoration time is plotted in Figure 5.13.

� Restoration of native IP demand.

The degree of survivability for IP services against WDM layer fail-

ure, versus average restoration time is plotted in Figure 5.14.
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Figure 5.13: Degree of Survivability as a Function of Restoration Time for ATM
protection against WDM layer failures (Service-Oriented Approach, Layered
Network)
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Figure 5.14: Degree of Survivability as a Function of Restoration Time for IP
protection against WDM layer failures (Service-Oriented Approach, Layered
Network)
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5.3.4.2 Failure at the SONET layer

1. Transparent Network

In the transparent network, SONET demand is mapped directly on to the

WDM layer. Thus, a SONET layer failure affects only the native SONET

demand and no other service is affected.

� Restoration of native SONET demand.

The degree of survivability for recovery from SONET failure is plot-

ted against the average restoration time in Figure 5.15. The sudden

jump from s = 0 to s = 0:1 that is observed in the curve is a result

of truncation of restored demand to the nearest integer value, before

substituting it in Equation 5.2. For example, if the affected demand

is equal to 4 VWPs, then if s = 0, the number of VWPs restored is

0. If s = 0:1 then the number of VWPs restored is 0:1 � 4 = 0:4.

Since the number of VWPs is an integer, the above value is truncated

to 0. The effect of this truncation (or quantization, since s is not a

continuous function of tr) is seen in the form of discontinuities in the

curve, like the jump from s = 0 to s = 0:1. It should be noted that the

behaviour of the curve for low values of s is really not of much inter-

est, as we are concerned about the time taken to restore services to a

sufficiently high percentage (if not 100 %) of the affected services.

2. Layered Network

In the layered network, a failure at the SONET layer leads to loss of native

SONET demand on the logical link that failed, as well as multiple losses

of ATM demand (and the IP demand mapped on to the logical ATM links

that are affected). Therefore, the service-oriented approach involves re-

covery at the SONET layer, ATM layer as well as at the IP layer.
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Figure 5.15: Degree of Survivability as a Function of Restoration Time for
SONET protection against SONET layer failures (Service-Oriented Approach,
Transparent Network)

� Restoration of native SONET demand.

The degree of survivability for SONET restoration, in the event of a

SONET layer failure, versus the average restoration time is shown in

Figure 5.16.

� Restoration of native ATM demand.

In Figure 5.17, we show the degree of survivability of ATM restora-

tion against single SONET link failure, for a layered network, as a

function of the average restoration time.

� Restoration of native IP demand.

The IP demand that is affected by a failure in the SONET layer, is re-

stored using the IP restoration scheme discussed in [12]. The degree

of survivability as a function of average restoration time is shown in

Figure 5.18
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Figure 5.16: Degree of Survivability as a Function of Restoration Time for
SONET protection against SONET layer failures (Service-Oriented Approach,
Layered Network)
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Figure 5.17: Degree of Survivability as a Function of Restoration Time for ATM
protection against SONET layer failures (Service-Oriented Approach, Layered
Network)
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Figure 5.18: Degree of Survivability as a Function of Restoration Time for IP
protection against SONET layer failures (Service-Oriented Approach, Layered
Network)

5.3.4.3 Failure at the ATM layer

1. Transparent Network

In the transparent network, since demands are directly mapped on to the

WDM layer, an ATM layer failure will affect only the native ATM de-

mand.

� Restoration of native ATM demand.

The degree of survivability for ATM demand restoration, in the event

of a failure at the ATM layer itself, for a transparent network is plot-

ted against the average restoration time. This is shown in Figure

5.19. Again, it can be noted that due to extremely fast restoration of

ATM VP’s, the slope of the curve is very steep.

2. Layered Network

In the layered network, a failure at the ATM layer affects the native ATM
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Figure 5.19: Degree of Survivability as a Function of Restoration Time for ATM
protection against ATM layer failures (Service-Oriented Approach, Transparent
Network)

demand as well as the higher layer IP demand that is mapped on to the

affected logical ATM link. Hence, separate recovery procedures at the

ATM and IP layers are necessary to recover the affected demand, using

the Service-Oriented Approach.

� Restoration of native ATM demand.

In Figure 5.20, we show the degree of survivability as a function of

average restoration time for native ATM demand restoration after a

failure at the ATM layer itself.

� Restoration of native IP demand.

Figure 5.21 shows the degree of survivability for IP demand recovery

after an ATM layer failure, versus the average restoration time.
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Figure 5.20: Degree of Survivability as a Function of Restoration Time for ATM
protection against ATM layer failures (Service-Oriented Approach, Layered
Network)
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Figure 5.21: Degree of Survivability as a Function of Restoration Time for IP
protection against ATM layer failures (Service-Oriented Approach, Layered
Network)
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5.3.4.4 Failure at the IP layer

Since IP is the highest layer in the layered-network case, the effect of net-

work layering is not seen in the IP restoration schemes. Consequently, both

the service-oriented and transport-oriented approaches have the same effect

for restoration against failures at the IP layer. The degree of survivability for

IP restoration against IP layer failure, is plotted versus the average restoration

time in Figure 5.22. It should be noted that fewer services are affected at the

IP layer due to failure at that layer itself, as compared to the number of ser-

vices affected at the IP layer due to failure at a lower layer. This is because,

the lower layer logical links carry multiple IP demands. Since the number of

services to be restored is less, the time for complete restoration is also the least

as compared to the IP restoration time due to lower layer failures. Also, since

the number of services to be restored is less, the effect of truncation (s times

the affected demand is rounded off to the nearest integer value as it represents

the demand to be restored) is more pronounced in the nature of the curve, as

a result the curve in Figure 5.22 is not as smooth as the other curves for IP

restoraton.

5.3.5 Survivability Analysis with Transport-Oriented Approach

In the transport-oriented approach, as discussed in Chapter 4, the lowest layer

that causes the failure, is responsible for performing the restoration function.

Thus, multiple higher layer services are restored by a single lower layer restora-

tion function.

It should be noted that, in the case of the transparent network, the transport-

oriented approach is different from the service-oriented approach only in the

event of physical layer failure. Since the higher-layer services are directly mapped

on to the WDM layer, any higher layer failure restoration using the Transport-

Oriented approach is exactly the same as the Service-Oriented approach dis-
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Figure 5.22: Degree of Survivability as a Function of Restoration Time for IP
protection against IP layer failures

cussed in the previous section.

5.3.5.1 Failure at the WDM Layer

In the case of a WDM layer failure, the recovery at the WDM layer itself restores

all the affected demand at the higher layers, provided enough spare capacity is

provided to attain the desired target survivability sT.

1. Transparent Network

The total number of services that are affected by a single WDM layer fail-

ure, for the transparent network, is obtained from Table 5.13. The degree

of survivability versus the average restoration time, for WDM failure re-

covery using the Transport-Oriented approach is plotted in Figure 5.23.

As seen in the figure, the non-linear effects of truncation are not easily

visible and the curves appear more linear. This is because of the increased

number of VWPs affected at the WDM layer as compared to higher layers,

as seen from Table 5.13.
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Figure 5.23: Degree of Survivability as a Function of Restoration Time for pro-
tection against WDM layer failures -Transparent Network, Transport-Oriented
Approach

2. Layered Network

The total number of services affected in the layered network, due to single

WDM layer failures, is obtained from Table 5.16

The degree of survivability to restore the affected services, is plotted ver-

sus the restoration time, in Figure 5.24.

5.3.5.2 Failure at the SONET Layer

The effect of SONET layer failure, and recovery at the SONET layer itself on the

degree of survivability and restoration time is studied for the Layered Network.

For the transparent network, the effect will be the same as the service-oriented

approach, as explained earlier. Hence, we study only the effect of SONET layer

recovery in the Layered network.

Native SONET, ATM and IP services can be restored by performing restora-

tion at the SONET layer itself. The degree of survivability for this case is plotted
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Figure 5.24: Degree of Survivability as a Function of Restoration Time for pro-
tection against WDM layer failures -Layered Network, Transport-Oriented Ap-
proach

against the average restoration time in Figure 5.25.

5.3.5.3 Failure at the ATM Layer

Only the impact of ATM layer failure on the layered network is studied, based

on the argument supplied before. The native ATM demand as well as the IP

demand that is carried on the ATM links are recovered using ATM restoration.

The degree of survivability versus restoration time is plotted in Figure 5.26.

5.3.5.4 Failure at the IP Layer

As discussed before, this case is the same as the service-oriented case (for both

transparent and layered networks). This is because IP is the highest layer in the

layered network.
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Figure 5.25: Degree of Survivability as a Function of Restoration Time for pro-
tection against SONET layer failures -Layered Network, Transport-Oriented
Approach

5 10 15 20 25 30 35 40
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

Restoration Time t
r
 (milliseconds) −−>

D
eg

re
e 

of
 s

ur
vi

va
bi

lit
y 

s(
t r) 

−
−

>

Recovery from ATM layer failure (Transport Oriented −Layered Network

Avg. link length = 10 km  
Avg. link length = 300 km 
Avg. link length = 1000 km

Figure 5.26: Degree of Survivability as a Function of Restoration Time for pro-
tection against ATM layer failures -Layered Network, Transport-Oriented Ap-
proach
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5.3.6 Spare Capacity Allocation

In order to ensure 100 % survivability, the spare routes for each failure (physical

as well as logical link) must be designed to be on physically diverse paths. Extra

capacity needs to be allocated to each link so as to accommodate spare paths

for all possible link failures. It is possible that a particular link does not carry

any spare paths, as none of the spare routes for the rest of the links include that

particular link. As a result of this, there may be certain links that have zero

spare capacity, as will be seen in the sections to follow. It should be be noted

that this does not mean that the particular link is unprotected, it only means

that that link does not protect any other links.

5.3.6.1 Spare Capacity Allocation for Service-Oriented Approach

In the service-oriented approach, the affected working demands of each of the

network service layers (SONET, ATM and IP) need to be restored. Thus, spare

capacity needs to be allocated separately to each of the logical links of each net-

work layer. The spare capacity assignments for the different network layers for

the service-oriented approach, are made in order to ensure 100 % survivability,

and physically diverse spare paths. The diverse spare paths can be obtained

using well known algorithms [1]. These spare capacities are shown in Tables

5.17, 5.18 and 5.19.

5.3.6.2 Traditional Layered Spare Capacity Allocation for Transport-Oriented

Approach

In the Transport-Oriented Approach, with the traditional spare capacity alloca-

tion, we first allocate spare capacity to obtain the desired survivability degree

at the highest layer (i.e., the IP layer). The layer below (i.e., the ATM layer) has

to have a working capacity which is equal to the sum of the native working

ATM demand and the transported IP working demand as well as the spare IP
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Table 5.17: SONET layer spare capacity assignment
SONET Logical Link Working Demand Spare Capacity Total Demand

AB 7 8 15
AD 7 8 15
AJ 8 8 16
BC 8 8 16
BI 7 6 13

CD 4 7 11
CF 5 8 13
DE 8 8 16
EF 2 0 2
EG 5 8 13
FG 6 8 14
GH 8 8 16
HI 7 8 15
HJ 4 8 12
IJ 2 0 2

Table 5.18: ATM layer spare capacity assignment
ATM Logical Link Working Demand Spare Capacity Total Demand

AB 4 0 4
AC 3 5 8
AI 4 5 9
BD 4 5 9
BH 3 5 8
CD 4 5 9
CG 4 5 9
DF 5 4 9
FH 3 4 7
FI 3 5 8

GH 5 4 9
GI 2 4 6
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Table 5.19: IP layer spare capacity assignment
IP Logical Link Working Demand Spare Capacity Total Demand

AB 2 2 4
AC 3 4 7
AD 3 0 3
AI 3 4 7
BD 2 4 6
BH 2 4 6
BI 1 3 4

CD 2 0 2
CF 4 3 7
CG 2 0 2
DG 4 4 8
FG 1 0 1
FH 1 0 1
FI 3 4 7

GH 4 4 8
HI 3 3 6

demand. Similarly, the SONET layer has to accommodate the working native

SONET demand, as well as the working and spare ATM demand (which also

includes working and spare IP demand). It is clear, therefore, that the lower

layer spare capacity needs to be assigned to protect the higher layer working

and spare capacity, in addition to the working native capacity. This “redundant

redundancy” is clearly wasteful. This is evident from Table 5.20, which shows

the spare capacity requirement for achieving 100 % survivability. An example

of how the spare capacity is calculated using the layered approach is discussed

in Section 5.2.4.3 for the 4-node example network.

5.3.6.3 Pre-emptive Spare Capacity Allocation for Transport-Oriented Ap-

proach

In this approach, a “common pool” of spare resources is kept for use by any of

the network layers. In the case of a failure at a lower layer, the spare resources

being used by the higher layer are pre-empted, as described in Chapter 4. It is
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Table 5.20: Traditional layered spare capacity assignment
Physical Link Working Demand Working Demand Spare Capacity Total Demand

(original) (including spare
for higher layers)

AB 42 103 239 342
BC 30 86 160 246
CD 49 136 262 398
DE 32 87 218 305
EF 31 86 218 304
FG 32 89 218 307
GH 35 116 102 218
HI 28 106 195 301
IJ 26 85 195 280
JA 28 88 195 283

highly advantageous to use this scheme, as it reduces the capacity requirement

to a large extent. The spare capacity required for each physical link, using the

pre-emptive allocation scheme, is shown in Table 5.21

Table 5.21: Pre-emptive spare capacity assignment
Physical Link Working Demand Spare Capacity Total Demand

AB 42 75 117
BC 30 52 82
CD 49 76 125
DE 32 62 94
EF 31 62 93
FG 32 62 94
GH 35 27 62
HI 28 58 86
IJ 26 58 84
JA 28 58 86

Finally, for the service transparent network, the spare capacity assignment

for each of the services is similar to the assignment shown for the service-

oriented approach in Tables 5.17, 5.18 and 5.19. Using the mappings of these

services on to the physical links, the total spare capacity requirements for the

physical links can be calculated. A comparison of the total capacity require-
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ment (with and without spare capacity) for the two spare capacity allocation

schemes for a layered network, and the spare capacity requirement for a service-

transparent network is shown in Table 5.22. The same comparison is also de-

picted graphically in Figure 5.27, where the results of Table 5.22 are shown

relative to a working link capacity of 1 unit.

Table 5.22: Comparison of link capacity requirements
Physical Without Spare Using Layered Using Preemptive Service-Transparent

Link Capacity Approach Approach Network
AB 42 342 117 87
BC 30 246 82 58
CD 49 398 125 78
DE 32 305 94 64
EF 31 304 93 63
FG 32 307 94 70
GH 35 218 62 56
HI 28 301 86 68
IJ 26 280 84 61
JA 28 283 86 63

It is clear that the common-pool scheme, if implemented, results in a much

lower cost network (since network cost is directly related to the capacity re-

quirement) when we have a layered network architecture. However, the spare

capacity requirements of the service-transparent network are even lower. This

is a significant advantage of service transparency.

5.4 Recommendations based on Performance Eval-

uation of Different Survivability Approaches

Based on the results observed in the previous section, the following observa-

tions can be made:
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Figure 5.27: Comparison of Spare Capacity schemes

5.4.1 Service Oriented versus Transport Oriented

1. Service-Oriented survivability approach

� If the failure occurs at the WDM layer, then all the services that are

affected have to perform their respective restoration action. This

is oberved to be time-consuming since multiple restoration actions

have to be performed, for each kind of service.

� In the case of a service-transparent network, if the failure occurs at

the SONET layer, then only SONET services need to be restored.

No other services need to be restored as they are not affected by

SONET layer failure. Also, since fewer SONET services are affected

by a SONET layer failure, as compared to a WDM layer failure, the

restoration time for SONET services due to SONET layer failure is

also less than that due to a WDM layer failure.
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A similar argument holds true for each type of service, i.e., as the fail-

ure occurs at the service layer, the number of services to be restored

decreases, leading to faster restoration.

� In the case of a layered network, SONET layer failures lead to loss of

service at the ATM and IP layers too, as these services are mapped

on to the SONET layer. Thus, multiple restoration actions need to

be performed, just like in the case of a WDM layer failure. Similarly,

ATM layer failures lead to failures in the IP layer too.

� It is clear that the number of restoration functions to be performed

using the Service-Oriented Approach, is the least when the failure

occurs at the service layer itself. Thus, the service-oriented approach

is recommended when it is highly likely that a failure occurs at that

layer. Otherwise, it involves a lot of restoration actions being taken.

� The service-oriented approach is most unsuitable for the IP layer as

IP layer restoration is extremely slow.

2. Transport-Oriented Survivability Approach

� In the transport oriented approach, multiple higher layer services are

restored when the layer where the failure occurs is restored. Thus,

WDM restoration is used to restore services affected by a failure at

the WDM layer. In the example network that we consider, it is seen

that WDM restoration is slower than SONET or ATM restoration, but

much faster than IP restoration. This might not be generally true. If

the demand distribution of the network is such that the demand to be

restored at the higher layers is considerable, then the SONET layer

restoration may be slower than the WDM layer restoration. How-

ever, ATM restoration is at a clear advantage because it is extremely

fast as compared to the other restoration mechanisms.
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� It is also observed that in a layered network, the transport-oriented

restoration due to a failure at the SONET layer, is slower than the

service-oriented restoration due to a failure at the SONET layer. This

is because, in the former case, the ATM demand mapped on to the

SONET layer also forms a part of the SONET demand to be restored,

as opposed to only the native SONET demand being restored in the

service-oriented approach. This difference is not easily discernible

in the case of an ATM layer failure because the ATM restoration is

inherently fast. Similarly, this difference in the restoration times be-

tween the service-oriented and transport-oriented approaches is not

discernible in the case of a service-transparent network.

� The IP layer is clearly benefits (except, of course, if the failure occurs

at the IP layer itself) in the Transport-Oriented approach, as any of

the lower layer schemes is much faster than IP restoration.

5.4.2 Service-Transparent versus Layered Network

1. In a service-transparent network, different services are directly mapped

on to the physical layer. This, coupled with the service-oriented approach

to survivability, ensures that a single survivability scheme is responsible

for restoring a particular service. Thus, in a transparent network, with

the service-oriented approach, all ATM services will be restored by ATM

restoration mechanisms only. This is an added advantage if the restora-

tion scheme is fast (as is the ATM restoration scheme), and the most likely

failures occur at the service layer itself. On the other hand, multiple sur-

vivability schemes must co-exist in a layered network.

2. The direct mapping of services on to the physical network leads to re-

duced demand requirement, and therefore, reduced network costs. An-
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other general observation, not studied in this work, is that service trans-

parency also avoids the overhead of encapsulating different service for-

mats in intermediate layers and maximizes the transport of “useful” in-

formation, rather than wasting bandwidth using multiple headers and

trailers.

5.4.2.1 Layered Spare Capacity Allocation versus Pre-emptive Spare Capac-

ity Allocation

1. The advantage of using the pre-emptive spare capacity scheme for spare

capacity allocation has been observed in the analysis of our example net-

work.

2. The advantage of the traditional layered spare capacity allocation is its

simplicity. The complexity involved in maintaining a “common-pool”

of spare resources results from the need to translate the varying spare

capacity requirements of the different layers into a common unit. We have

shown that multiwavelength optical networks enable us to translate the

capacity requirements of the different layers in terms of VWPs. Thus, the

use of the pre-emptive scheme is now realistic.

In addition to the above, it was also observed that propagation delays form

a major part of the restoration times, especially when the average link lengths

are large (1000 km and above).

It should be noted that the observations made in the analysis are more

or less general and are not confined to the example network being consid-

ered. Thus, the algorithm can be applied quite generally to any kind of net-

work to evaluate any kind of survivability scheme and spare capacity alloca-

tion scheme. Finally, the main findings of our analysis are summarized in Table

5.23.
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Table 5.23: Main Findings of our analysis
Feature Finding Recommendation

Service Oriented Multiple higher layer Good for Service-transparent
Scheme restorations for single lower networks, where failure occurs at

layer failure service layer
Transport Oriented Single lower layer Good for Layered networks

Scheme restoration restores multiple where lower layer failures
higher layer services are more common

Service-transparent Reduce capacity requirements Recommended for future
networks and network overhead high-speed optical networks
ATM VP extremely fast Use as far as possible

restoration (irrespective of service
transparency, and survivability

approach
IP restoration extremely slow use only for IP

layer failures
Pre-emptive spare Reduces capacity Recommended for future
capacity allocation requirements and network cost high-speed optical networks

It should be noted that the analysis performed in this chapter is for a simple,

regular network topology and for single link failures. Many simplifying as-

sumptions regarding the processing and propagation of failure messages and

the mapping of services on to VWPs has been made to simplify the analysis.

More realistic analysis would require computer-based tools. This algorithm is

very general and can be extended to analyze realistic networks, without the

assumptions we make here.
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Chapter 6

Conclusions and Future Work

6.1 Conclusions

In this research, a general algorithm to determine the performance of different

survivability architectures is proposed. The performance evaluation is based

on restoration time and spare capacity required to attain a desired level of sur-

vivability. The level of survivability is determined quantitatively in terms of

the degree of survivability, which is defined as the ratio of demand restored to

demand affected by a failure.

The survivability requirements of different network layers - IP, ATM, SONET

and WDM in particular - were summarized, and the most appropriate and pop-

ular restoration scheme for each network service were incorporated in our anal-

ysis.

An example network with ten nodes was considered for the study. Log-

ical topologies for the different network services were assumed. The impact

of the Service-Oriented and Transport-Oriented approaches on the restoration

time and spare capacity requirements of the network were studied. Two differ-

ent Spare capacity schemes - the traditional layered spare capacity allocation

and the pre-emptive or common-pool spare capacity allocation - were com-
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pared.Recommendations were made based on our findings.

6.2 Future Work

The impact of multiple link failures on the restoration time needs to be studied.

The effect of IP restoration (which is still in its early stages of research) that has

been discussed in this research, and its impact on future multi-service networks

needs to be studied.

Since the most frequently occurring failures are single link failures, ade-

quate protection against these failures is usually provided by pre-assigning

spare capacity and alternate, physically diverse routes. The spare capacity is

usually allocated to guarantee 100 % survivability against single link failures.

It would be interesting to see the degree of survivability that is attainable in the

event of multiple (at least double) link failures after pre-allocating spare capac-

ity to account for single failures. In most cases, the survivability attained will

not be 100 %.

In this research we have considered, for the sake of comparison, that every

logical link path (a SONET path, an ATM VP or an IP flow) is mapped on to

a single VWP. We have expressed demand in terms of VWPs. However, in

a practical situation, the capacity requirements of say, a SONET path and an

ATM VP would vary. Also, multiple logical paths may be mapped on to a

single VWP. For example, it is possible that multiple ATM VPs are mapped on

to a single VWP. Since the ATM restoration scheme is very fast, using a single

VP over a single VWP appears to bias the results of our research heavily in

favor of ATM. A more practical mapping of the logical network paths to VWPs

is, therefore, an important part of future work.

Node failures can be treated as failures of all the links connected to the failed

node. If the spare capacity assignment is made to account for node failures,
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the network becomes 100 % survivable to all failures. Suitable topologies to

minimize the spare capacity requirements need to be investigated for the node

failures.

In a multi-service network some services are more critical than others. In

the event of an outage, when all services on the network are equally affected, a

priority-based scheme to restore the more critical services before restoring the

other services, is usually used. The impact of such a scheme on restoration

times and spare capacity requirements needs to be studied.

The restoration schemes discussed in this work are mostly connection based,

i.e.,schemes to restore failed connections. It would be interesting to see the im-

pact of load directed restoration [29](where the offered load for each demand

pair at the time of failure is considered) for the restoration of a bundle of cir-

cuits, on the restoration time and spare capacity requirements, using the service

oriented and transport oriented approaches. This idea is motivated by the of-

fered load variation that occurs in the traffic network depending on the time

of the day and taking into account dynamic all routing in the traffic network.

The idea behind the load directed model is to make better use of the avail-

able reconnection capacity depending on the time of the failure. A network

operations system for efficiently deciding which survivability schemes to use

for what kind of failure, based on the recommendations made in our analysis,

can be designed in the future. This would involve a hybrid architecture that

combines the service-oriented and transport-oriented restoration schemes, and

uses whichever is appropriate for the given network.

Finally, and most importantly, the validity of the algorithm to evaluate the

survivability performance of different approaches needs to be tested in a real-

life environment, by simulation or other techniques. Some of the assumptions

made to simplify this analysis may be relaxed. Computer-based tools may be

developed to compare the survivability approaches and spare capacity schemes
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for a more complex network, with multiple failures and with a better mapping

of services to VWPs. This analysis should be treated as the first step towards a

complete understanding and design of efficient integrated survivability archi-

tectures for multi-service optical networks.

124



Bibliography

[1] T. Wu, “Fiber Network Service Survivability,” Artech House : Boston/London,

1992.

[2] “A Technical Report on Network Survivability Performance,” Prepared by

T1A1.2, Working Group on Network Survivability Performance, Report

No. 24, November 1993.

[3] K. Sato, “Advances in Transport Network Technologies : Photonic Networks,

ATM and SDH,” London: Artech House, 1996.

[4] S. C. Liew and K. W. Lu, “A Framework for Characterizing Disaster-Based Net-

work Survivability,” IEEE Journal on Selected Areas in Communications, Vol.

12, No. 1, January 1994.

[5] O. Gerstel, R. Ramaswami and G.H. Sasaki, “Fault-tolerant multiwavelength

optical networks with limited wavelength conversion,” IEEE INFOCOM 1997.

[6] M. R. Wilson, “The Quantitative Impact of Survivable Network Architectures on

Service Availability,” IEEE Communications Magazine, May 1998.

[7] R. Kawamura, K. Sato, I. Tokizawa, “Self-Healing ATM Networks Based on

Virtual Path Concept,” IEEE Journal on Selected Areas in Communications,

Vol. 12, No. 1, January 1994.

125



[8] J. Anderson, B. T. Doshi, S. Dravida, P. Harshavardhana, “Fast Restoration

of ATM networks,” IEEE Journal on Selected Areas in Communications, Vol.

12, No. 1, January 1994.

[9] C. Allen, “Optical Link Quality Monitoring for OA&M - A White Paper,” Light-

wave Telecommunication Systems Laboratory, Information and Telecom-

munications Technology Center, University of Kansas, 1998.

[10] “Multiwavelength Optical NETworking,”

http://www.bell-labs.com/project/MONET

[11] “The Bell Atlantic ATDNet Node,” http://www.bell-atl.atd.net

[12] “Using HSRP for Fault-Tolerant Using HSRP for Fault-Tolerant IP Routing”

http://www.cisco.com/univercd/cc/td/doc/cisintwk/ics/icshsrp.htm

[13] “Design and Evaluation Tools,” The Broadband communication networks

group, Department of Information Technology. University of Ghent, Bel-

gium,

http://www.intec.rug.ac.be/Research/Groups/ibcn/welcome.html.

[14] P. Demeester, M. Gryseels, K. Struyve et al, “PANEL - Protection Across

NEtwork Layers,” Proceedings of the European Conference on Networks

and Optical Communications (NOC ’97), Core and ATM Networks, D. W.

Faulkner and A.L. Harmer, IOS Press, 1997.

[15] M. Gryseels and P. Demeester, “Survivability design in multi-layer transport

networks,” Proceedings of the 6th International Conference on Telecommu-

nication Systems: Modeling and Analysis, Nashville, March 1998.

[16] M. Gryseels, S. Ohta, R. Clemente and P. Demeester, “A Cost Evaluation

of Service Protection Strategies in ATM on SDH Transport Networks,” Proceed-

126



ings of DRCN 98: 1st International Workshop on the Design of Reliable

Communication Networks, Brugge, May 1998.

[17] M. de Prycker. “Asynchronous Transfer Mode: Solution for B-ISDN,”. Ellis

Horwood, 1991.

[18] A. Nagarajan, V. Frost “Service Survivability of Fiber Networks : Photonic Net-

works, SONET and ATM - A Technical Report,” Information and Telecommu-

nication Technology Center, University of Kansas, ITTC-FY97-TR-12120-2,

April 1997.

[19] “SONET Telecommunications Standard Primer,”

http://www.tek.com/Measurement/App Notes/SONET/

[20] “Dense Wavelength Division Multiplexing,”

http://www.techguide.com/comm/sec html/dwave.html

[21] D. E. Comer, “Internetworking With Tcp/Ip : Principles, Protocols, and Archi-

tecture” Vol. 1, 3rd Edition, Prentice Hall Press, April 1995.

[22] J. Postel, “Internet Control Message Protocol,” Network Working Group,

RFC 792, ISI September 1981.

[23] V. Strazisar, “Gateway Routing: An Implementation Specification”, IEN 30,

Bolt Beranek and Newman, April 1979.

[24] “Types and Characteristics of SDH Network Protection Architectures,” ITU-T

Recommendation G.841, July 1995.

[25] “Interworking of SDH Network Protection Architectures,” ITU-T Recommen-

dation G.842, April 1997.

[26] J. B. Evans, V. S. Frost, G. J. Minden, “Service Independent Access Points

(SIAP) to Optical Wide Area Networks,” Gigabit Networking Workshop

GBN’98, San Fransisco, March 1998.

127



[27] Y. Tada, Y. Kobayashi, Y. Yamabayashi, S, Matsuoka and K. Hagimoto,

“OA & M Framework for Multiwavelength Photonic Transport Networks,” IEEE

Journal on Selected Areas in Communications, Vol. 14, No. 5, June 1996.

[28] M. Bischoff, M. N. Huber, O. Jahreis, “Operation and Maintenance for an All-

Optical Transport Network,” IEEE Communications Magazine, October 1996.

[29] D. Medhi, R. Khurana, “Optimization and Performance of Network Restoration

Schemes for Wide-Area Teletraffic Networks,” Journal of Network and Systems

Management, Vol. 3, No. 3, September 1995.

[30] R. Ramaswami, K. N. Sivarajan, “Design of Logical Topologies for Wavelength-

Routed Optical Networks,” IEEE Journal on Selected Areas in Communica-

tions, Vol. 14, No. 5, June 1996.

[31] N. Wauters and P. Demeester, “Multiwavelength Cross-Connected Networks,”

IEEE Journal on Selected Areas in Communications, Vol. 14, No. 5, June

1996.

[32] N. Nagatsu, S. Okamoto and K. Sato, “Large Scale Photonic Transport Net-

work Design Based on Optical Paths,” Proc. GLOBECOM ’96, London, U.K.,

November 18-22, 1996.

[33] K. Murakami, H.S. Kim, “Comparative Study on Restoration Schemes of Sur-

vivable ATM Networks,” IEEE INFOCOM 1997, Kobe, Japan, April 9 1997.

128


