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Abstract

In this paper, we present a proof-of-concept, fixed-point, DSP hardware implementation of an

adaptive bit loading algorithm that is designed for wireless multicarrier transceivers. Adaptive bit

loading is used to enhance the performance of multicarrier transceivers by tailoring the subcarrier signal

constellations to the channel conditions, which can vary across the subcarriers. Since most bit loading

algorithms possess a high computational cost and are unable to cope with rapid variations of wireless

channels, they are seldom used in present wireless standards. To prove that adaptive bit loading is feasible

for wireless transceivers, our work focuses on the implementation of a known bit loading algorithm

that can quickly search for the final bit allocation in an iterative manner. The goal of this algorithm is

to yield the largest-possible throughput while satisfying a mean BER constraint. The performance of

the hardware implementation operating in time-varying channel conditions is studied in terms of the

overall throughput. Furthermore, the robustness of the hardware implementation is evaluated, relative

to sudden changes in the channel that interrupts the run of the algorithm. Real-time operations and

fixed-point representation issues are included in the discussion. Additionally, we propose a modified

algorithm implementation that is more robust to channel variations.
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I. INTRODUCTION

Deployed in a wide range of high data rate transmission applications, e.g., digital subscriber

line (DSL) modems [1] and wireless local area network (WLAN) systems [2, 3], multicarrier

modulation (MCM) is the method of choice for the next generations of wireless standards [4, 5].

The primary advantage of MCM over other data transmission schemes is its ability to transform

a frequency-selective fading channel into a collection of approximately-flat subchannels, which

yields simpler equalizer designs at the receiver. Another advantage of MCM is its ability to

tailor the subcarrier operating parameters to the communications channel, thereby enhancing the

overall performance of the system.

One candidate technology that can facilitate the tailoring of MCM operating parameters

is cognitive radio [6, 7], which is a class of software-defined radio (SDR) that can rapidly

reconfigure and adapt its baseband radio functions to changing environmental conditions, as well

as both user and network requirements. Since the baseband radio operations are implemented in

software, such as modulation and coding, cognitive radios can employ and alter these functions

quickly and with ease. Thus, cognitive radios can simultaneously adjust one or more MCM

parameters in real-time using information acquired during operation.

Although several subcarrier parameters are available for tailoring, one of the most popular

choices is subcarrier signal constellation size. The process of tailoring this parameter, called

adaptive bit loading [8–16], involves an algorithm that adjusts the number of bits per subcarrier

per symbol epoch according to the channel conditions. Moreover, the algorithm does not constrain

the sizes to be equal across all subcarriers. Even though there exists several MCM implemen-

tations [2, 3] that also vary the subcarrier signal constellation size, these implementations do

constrain the sizes to be identical despite the possibility that the channel distortion is non-

uniform across the subcarriers. As a result, adaptive bit loading has the potential to achieve data

transmissions that are very spectrally-efficient.

There have been several adaptive bit loading algorithms proposed in the literature designed

to achieve spectrally-efficient communications [8–10, 14]. However, most of these algorithms
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either possess a very high computational complexity or yield a final solution that is far from

the optimal allocation. Nevertheless, there exist several algorithms in the literature designed to

quickly converge to a solution that is near-optimal [12, 17]. In particular, Wyglinski, Labeau,

and Kabal proposed an algorithm that iteratively searches for a final bit allocation that is close

to the optimal solution [12]. To highlight the advantages of their algorithm, they compared the

performance of their proposed algorithm with several other algorithms found in the literature

using computer simulations. Although the proposed algorithm performed relatively well, it is

still necessary to determine its feasibility in a modern communications system, such as software-

defined radios [6, 18] or cognitive radios [7]. Furthermore, the ability of the proposed algorithm

to adapt to time-varying channel conditions, and its impact on system performance and resources,

were never assessed.

In this paper, we present a real-time DSP hardware implementation of the adaptive bit loading

algorithm proposed in [12]. Furthermore, we evaluate the performance of the bit loading hardware

implementation when operating in a time-varying, frequency-selective fading channel. Finally, we

propose a new initialization process for the implementation that allows the algorithm to converge

faster to the final solution. The rest of this paper is organized as follows: Section II describes

the framework of an adaptive multicarrier transceiver and the general concepts of adaptive bit

loading. The details of the bit loading algorithm implemented in this work are presented in

Section III. The implementation of the bit loading algorithm in DSP hardware is discussed in

Section IV. Several experimental results of the bit loading algorithm obtained from the DSP

hardware implementation are presented in Section V, followed by some concluding remarks in

Section VI.

II. ADAPTIVE MULTICARRIER TRANSCEIVER

A. Multicarrier Framework

The general setup for an MCM transceiver with adaptive bit loading is used [19]. At the

transmitter, a high-rate input stream x(n) is demultiplexed into N separate streams with stream

i having bi bits per symbol epoch. The value of bi is determined by the adaptive bit loading

algorithm, which uses the subcarrier SNR values γi, i = 0, . . . , N −1, to compute the subcarrier

BER [11, 12] or the channel capacity [9]. The subcarrier SNR values are computed from the

channel state information (CSI) provided by the data-aided channel estimator at the receiver. In
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this paper, we consider the downlink of the general MCM transceiver, with adaptive bit loading

performed solely at the transmitter.

B. Bit Loading

The bit loading algorithm uses the channel estimates to determine an appropriate bit allocation

across all the subcarriers. As a result, each subcarrier is allocated a different number of bits per

symbol epoch. To evaluate the quality of an allocation, the algorithm employs an objective func-

tion that provides a quantitative metric in the search for an appropriate allocation. Furthermore,

constraints can be applied to the algorithm to ensure that the allocation stays within a desired

range of values. In this work, the objective function is the overall system throughput, while

the constraint is a limit on the mean bit error rate (BER). Thus the goal of the algorithm is

to maximize this objective function while obeying this constraint. Mathematically, this can be

summarized by the following equation:

maximize R = bTOT bits/symbol s.t. P̄ =

N∑
i=1

biPi(bi, γi)

N∑
i=1

Pi(bi, γi)

≤ PTH (1)

where bTOT is the total bit allocation obtained by summing up the throughput bi across the

N subcarriers such that bTOT =
∑N

i=1 bi. The maximization is subject to the constraint that

the mean probability of bit error, P̄ , is below the limit PTH . Note that the bandwidth of each

subcarrier is assumed to be narrow enough that it can be considered as spectrally flat and,

therefore, dependent on the signal-to-noise ratio (SNR) of the subcarrier. This assumption will

be held for the remainder of this work.

In a wireless environment, bit allocation algorithms have the additional requirement of adapting

to a time-varying channel. Therefore, an adaptive bit loading algorithm must converge to a

solution within a short period of time. This amount of time will depend on the type of channel

that the system is operating in. For instance, an outdoor wireless channel for a mobile system

will have tighter constraints than an indoor wireless channel. In the next section, the adaptive

bit loading algorithm is presented. Furthermore, several initialization schemes designed to help

the algorithm start its search for the best-possible allocation, are also described.
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III. AN EFFICIENT BIT LOADING ALGORITHM

A. Algorithm Definition

Since the bit loading algorithm has to be implemented as a real-time module, a low com-

putational complexity is of paramount importance. Thus, the optimal bit loading algorithms

found in the literature [14], [20], while offering the best-possible throughput, are too slow to

be used. Thus, a sub-optimal solution must be considered, where the algorithm converges to a

near-optimal throughput reasonably fast.

The bit loading algorithm chosen for the DSP hardware implementation was first presented

by Wyglinski, Labeau and Kabal in [12]. When comparing the proposed algorithm to two

algorithms found in the literature [9, 20]1, the computation time of the proposed algorithm is less

than both cases, converging to a solution in 6.6% and 54.4% less time respectively. Moreover,

when comparing the proposed algorithm to the optimal solution, the difference in throughput is

negligible (less than 1% under the conditions described in [12]). As such, it may be considered

to be near-optimal.

The objective of the proposed algorithm is to maximize the throughput of the system while

keeping the average bit error rate P̄ below a threshold PTH , as described in (1). This is done

by introducing the concept of a peak BER limit, P̂ . Each subcarrier i, where i ∈ C2, will use

the largest allowed signal constellation bi ∈ B for which the BER, Pi(bi, γi) is below P̂ .

In the first step, the value Pi(b, γi) is obtained for each available constellation , by measuring

the SNR of each subcarrier, γi. The bandwidth of each subcarrier is narrow enough that it can

be approximated by closed form expressions derived for the AWGN case [21]. After setting P̂

to an initial value, P̄ is calculated. If P̄ is below PTH , P̂ is increased proportionally to a step

δ. It is decreased proportionally to δ if P̄ is above PTH . Once P̄ straddles PTH , the quantity

δ is decreased. The process repeats until the allocation below the threshold and the allocation

above it differ by one subcarrier’s constellation level. This indicates that it is this increase in

the constellation size that is responsible for pushing the average BER over the threshold. The

algorithm is then terminated.

The algorithm also provides a fast exit option. If either the smallest, non-zero, throughput,

1Since the implemented algorithm does not allocate power, [9] was modified to solely perform bit allocation.
2Note that C is the set of all data-bearing subcarriers.

October 1, 2006 DRAFT



WILEY WIRELESS COMMUNICATIONS AND MOBILE COMPUTING 6

with the smallest probability of error, is above PTH , or the largest possible throughput is below

PTH , the algorithm terminates immediately. The complete algorithm can be summarized by the

following steps:

1) Given γi, calculate Pi(b, γi) ∀i ∈ C, b ∈ B.

2) Compute P̄ , defined in Eq.(1) with bi = max
b∈B

b, ∀i ∈ C.

3) If P̄ ≤ PTH , choose bi, ∀i ∈ C, and end algorithm.

4) If min
i,b

Pi(b, γi) > PTH , then bi = 0, ∀i ∈ C and end algorithm.

5) Find bi s.t. bi = max
b∈B:

Pi(b,γi)≤P̂

b, ∀i ∈ C.

6) Compute P̄ defined in Eq.(1).

7) If first iteration of algorithm, reduce P̂ by δ and go to Step 5.

8) If both current and previous P̄ values straddle PTH , go to Step 10.

9) If both current and previous P̄ values are above PTH , reduce P̂ by δ, as per Eq. (2), and

go to Step 5, else increase P̂ by δ, as per Eq. (3), and go to Step 5.

10) If previous and current allocations differ by one signal constellation level, make the

allocation with P̄ ≤ PTH the final allocation and end the algorithm.

11) Reduce δ.

12) If the current allocation gives a P̄ ≥ PTH , reduce P̂ by δ and go to Step 5, else increase

P̂ by δ and go to Step 5.

Note that, unlike most of the existing bit allocation algorithms [8–10, 22], this algorithm does

not aim to keep a constant probability of error across all subcarriers. Since the bits allocated

are integers, it is unlikely to find the same probability of error across each subcarrier. Therefore,

this scheme allows for the presence of outliers, as long as the P̄ remains below PTH .

An additional advantage is that this scheme does not require a constant granularity. This,

again, corresponds to standards such as IEEE 802.11a that have a granularity of one bit for

smaller constellations and of two bits for larger constellations.

The choice of the initial step δ as well as the choice of the initial P̂ will have a large influence

on the convergence speed of the algorithm. It is therefore crucial to choose them properly.
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B. Initial Step Size

The variable δ is a function of the average SNR of the system, γ̄. It has been empirically

determined that for low γ̄, a large step size, δ, makes the algorithm converge to a solution faster.

Coincidentally, for high γ̄, a smaller δ requires fewer iterations from the algorithm. Thus, the

reciprocal of a sigmoid function, was chosen to define the relation between δ and γ̄, as it fulfills

both constraints with a smooth transition for mid-range γ̄ values.

The chosen method to increment and decrement P̂ , as stated in Step 9 of the peak initialization

algorithm [12], corresponds to the two following equations:

P̂+ = P̂ − P̂ × δ if P̄ < PTH (2)

P̂+ = P̂ +
P̂

δ
if P̄ > PTH (3)

where P̂+ is the peak probability of error for the next iteration of the algorithm. Since δ < 1,

P̂ is incremented by a value larger than P̂ and decremented by a value that is smaller than P̂ ,

which means the algorithm will converge to P̂ from above.

C. Default Peak Initialization

When choosing an initial value of P̂ , the objective is to select an estimate that will be as

close to the final P̂ as possible and, therefore, converge in a minimum number of iterations. The

estimate is obtained by finding for each subcarrier i ∈ C, the largest signal constellations Pβ,i for

which the corresponding BER does not exceed the constraint PTH , as well as the smallest signal

constellation Pα,i for which the corresponding BER exceeds PTH . Starting with the smallest Pα,i

and while the mean BER P̄ is under the threshold, the values of Pα,i are used to progressively

replace the corresponding Pβ,i. P̂ is then chosen to be the last Pα,i added that does not violate

the constraint PTH . The algorithm is described as:

1) Given γi, calculate Pi(b, γi), ∀i ∈ C, b ∈ B.

2) Find Pβ,i = max
b∈B

Pi(b,γi)<PTH

Pi(b, γi) and βi = max
b∈B

Pi(b,γi)<PTH

b, ∀i ∈ C.

3) Find Pα,i = min
b∈B

Pi(b,γi)>PTH

Pi(b, γi) and αi = min
b∈B

Pi(b,γi)>PTH

b, ∀i ∈ C.
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4) Define set D s.t. D =

{
i : Pβ,i ≥

max
j∈C

Pβ,j

10

}
, (Pβ,i not within an order of magnitude can

be neglected).

5) Given Pβ,i, i ∈ D, find ΔP s.t.:

ΔP =
∑
i∈D

βi(PTH − Pβ,i) (4)

6) Sort Pα,i in an increasing order. Set k in Pα,k as the index of the sorted elements.

7) Find the largest value Nα, for which the following equation is true:

ΔP ≥
Nα∑
k=1

αk(Pα,k − PTH) (5)

The value Pα,Nα is the initial P̂ for the algorithm defined in Section III-A.

Using the algorithm for calculating the initial P̂ provides good results, reducing the number of

iterations substantially [23]. However, the faster convergence comes at the price of an increased

computational complexity. More specifically, the computation of the initial P̂ requires several

loops of N iterations as well as at least one sort for Pα,i, (O(N log N )). Effectively, computation

of the initial P̂ can have a computational complexity comparable to that of several iterations of

the main loop of the algorithm. This issue is addressed by an alternative peak BER initialization

routine, presented in the next section.

D. Correlation-Based Peak Initialization

An alternative solution is to exploit the correlation in time between the successive variations

of the channel to come up with an initial approximation of P̂ . As the channel varies with

time, the algorithm needs to recalculate the throughput of the transmitter. We can reasonably

assume that for an indoor wireless local area network the channel parameters will only vary

slowly with time3. Consequently, there will be a degree of correlation between the SNR values

of corresponding subcarriers taken at consecutive time intervals. Thus, the final peak BERs

resulting from successive runs of the algorithm will, therefore, be correlated. As a result, instead

of recalculating the initial P̂ at each run, it is possible to simply use the final P̂ of the previous

3In this work, we assume the target application of the implementation is an indoor WLAN. Thus several operating parameters
are borrowed from the IEEE 802.11a standard [2].
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Fig. 1. Bit Loading Module, Part of an MCM hybrid system.

run as an initial estimate. Note that during the initial run of the algorithm, the peak initialization

of Section III-C still needs to be used.

In the remainder of this work, the algorithm using the peak initialization described in Sec-

tion III-C will be referred to as the default algorithm, whereas the variation proposed in this

section will be referred to as the correlation-based algorithm.

The exact final solution, as well as the number of iterations needed to converge by the two

versions of the algorithm, depend on the choice of the initial peak P̂ . In the case of the default

algorithm, the algorithm will always converge to the same solution for a given channel, since

the initial peak is recalculated for each channel. However, since the correlation-based algorithm

uses the final peak from the previous algorithm, the exact final solution will change depending

on the solution found for the preceding channels.

IV. ADAPTIVE BIT LOADING IMPLEMENTATION IN DSP

The bit loading algorithm is implemented onto a fixed-point DSP. It is designed as a distinct

module that can be fitted onto the transmitter of an MCM system, as shown in Fig. 1. The module

receives channel parameters from a channel estimator placed at the receiver. It then outputs the

corresponding bit allocation that the transmitter uses to send data. The same bit allocation is

used at the receiver to properly decode the received symbols. Note that in the case of a duplex

communication, the module is to be placed on only one of the transceivers e.g. the base station,

as the same allocation can be re-used by the second transceiver, e.g. subscriber station. Due to

its modular design, the bit loading algorithm is transferable to reconfigurable radio platforms

such as cognitive radios [7] and software-defined radios [6, 18].
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TABLE I

HARDWARE DESCRIPTION

Parameter Value
CPU C64x
Clock Rate 600 MHz
RAM 8 MB
Instruction/Cycle 8×32-bits
I/O Rate (RTDX) 8-12 kB/s
Buffer Size (Input) 2 kB
Buffer Size (Output) 576 B

A. Hardware Description

The adaptive bit loading algorithm is implemented on a Texas Instruments TMS320C6416

fixed-point DSP [24]. The choice of a fixed-point DSP system is motivated by its ease of imple-

mentation and performance, i.e. superior speed and lower power consumption. The TMS320C6416

is a high-performance 32-bit processor with a 600MHz clock frequency, making it ideal for

communication applications such as the one discussed in this work. The details of the hardware

used are summarized in Table I.

In the case of this implementation, C is used as the language of choice for most of the

algorithm. Furthermore, built-in DSP-BIOS functions [25] are used to control the module’s

runtime parameters, i.e., clock speed, stack size, etc., used during the algorithm’s run.

B. Algorithm Modifications

In the hardware implementation, several aspects have to be re-worked and additional routines

have to be added. First, modifications aimed at increasing the module’s computational efficiency

and robustness to errors are implemented. Second, the module is connected to a host computer,

used to simulate external events and data exchanges. Therefore, input-output (I/O) routines are

added to make those communications possible. Data is sent from the host to an asynchronous

ping-pong buffer. As one half of the buffer is receiving data in the background, the data contained

by the other half is processed by the algorithm. The data transfers and the algorithm’s operations

are controlled by an algorithm manager.

While converting the algorithm to fixed-point arithmetic (using Q-notation) makes it faster, it

also has the disadvantage of increasing the computational errors due to finite precision. Thus,
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different strategies were developed to mitigate the precision loss. For instance, unlike for the mean

BER, P̄ , which is always recalculated from the initial BER values, P̂ is calculated iteratively.

Therefore, the error due to finite precision will propagate and increase at each iteration. The

more iterations the algorithm takes to converge, the larger the finite precision error on P̂ will be,

increasing the probability of the algorithm converging to a different solution. This is particularly

true for small values of δ, i.e., at high γ̄. The product in (2) will be small and therefore have

a large precision error. This will dramatically increase the number of iterations required for

convergence. A guide rail for setting an upper limit on the processing time of a single run

has been added, limiting the number of iterations to κMAX = 30. The upper limit, κMAX ,

is approximately six times larger than the average number of iterations that is required for

convergence. One additional modification is made to Step 6 of the peak allocation algorithm.

Prior to the sorting, an initial pass discards all the values of Pα,i such as Pα,i > ΔP , as those

values cannot satisfy (5). This modification reduces the number of values to be sorted by, on

average, 50%.

The execution of the bit loading algorithm is handled by an algorithm manager, shown in

Fig. 2, which is also responsible for I/O transfers between the algorithm and the host.

Two control signals can call the algorithm manager. First, as the channel changes, the channel

estimator tells the module to calculate a new bit allocation with the new channel parameters.

Second, the MCM system sends in a request for the most up-to-date bit allocation to be sent back

to the transmitter. In the case of this implementation, those two signals are grouped together, i.e.,

as soon as new channel parameters are available, the most recent bit allocation is automatically

sent back to the host. The “new channel/allocation request” signal can be periodic or aperiodic,

representing either the estimator continuously sampling the channel, or the estimator sending

channel parameters to the module only once they change significantly.

In the case of this implementation, the control signal is generated on the DSP itself. This

choice is justified by the better clock resolution of the C64x DSP when compared to the clock

resolution of the host computer. The control signal can be chosen to be generated periodically,

with a period TBA, or at random times. In the latter case, the period at which a control signal

is generated can be considered as a random variable TBA.

The algorithm manager will interrupt the algorithm if the latter is already running. Once called,

and if there is no previous instance of the algorithm running, the manager sends back the final
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solution computed by the last instance of the algorithm, and then creates a new instance and

calls it. Otherwise, if an instance of the algorithm is already running, the manager sends the

host the temporary bit allocation found by the running instance, terminates it, and starts a new

instance of the algorithm.

As TBA decreases, or for smaller realizations of TBA, it is more likely that the algorithm will

not have time to finish and will be interrupted by the manager. Note that the upper constraint for

TBA is taken from the IEEE 802.11a standard [2]. This standard allows for a maximum block

length of 4095 symbols (16ms) during which the channel is assumed to stay constant. Of course,

it is preferable that the algorithm converges to a solution much faster, leaving more time for the

MCM system to actually use the bit allocation for transmission.
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V. EXPERIMENTAL RESULTS

A. Experimental Setup

As is the case for the IEEE 802.11a standard [2], the constellations allowed in this imple-

mentation are BPSK, 4-QAM, square 16-QAM and square 64-QAM. For especially low SNR

values, each subcarrier can also be nulled, i.e., turned off.

The probability of error is calculated by closed form expressions derived for AWGN and

specified in [21]. To minimize the computational cost, the expressions are implemented with a

lookup table. In the case of this implementation, the lookup table is comprised of 210 unsigned

integers for each of the four constellations, i.e., 1015 bits per constellation. The values are

logarithmically spaced. The lookup table will span probability of errors that are three orders of

magnitude above the threshold PTH and three orders of magnitude below PTH . It is assumed

that any transmission with a probability of error above the maximum value PMAX of the lookup

table would be unacceptably poor. Similarly, the probability of error below the minimum value

of the table PMIN is too small to be considered. For this implementation, PTH = 10−5 seems

to be a reasonable choice for wireless data transmission without coding. Therefore, the lookup

table will range from PMAX = 10−2 to PMIN = 10−8 for all four of the non-null constellations.

Since there are no values larger than PMAX in the lookup table, all the probabilities of error are

scaled by PMAX to make an efficient use of all the bits available.

The use of the lookup table gives a maximal error of 1.5% when compared to a value calculated

using the closed form expressions. Also, note that the error caused by the finite precision format

of the table is insignificant, i.e., at most it is less than 0.03% for the smallest values of the BER

table. It is even less for larger values.

Since the target application for the bit loading algorithm is an indoor WLAN modem, the

channels are generated using the statistical model for indoor environments described by Saleh

and Valenzuela [26]. Although the model was developed for a 1.5GHz frequency band, it is

easily expandable to 5GHz indoor environments.

The random channels generated in this experiment use the parameters displayed in Table II.

The distance between the transmitter and the receiver was set to 5m, 16m and 50m, without

a line of sight component. Four sets, each comprising three subsets of 10,240 channels, are

generated. Each set has a different degree of correlation between the channels. In the first set,
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TABLE II

GENERATED CHANNEL PARAMETERS

Parameter Value
Number of Channels 64
Number of Guard Channels 12
Frequency Band 5 GHz
Subcarriers Power 0.83 × 10−3 W
Noise Power -124 dB
Distance between transmitter and receiver 5 m, 16 m, 50 m
Number of clusters 5
Number of rays per cluster 100
Exponential decay of clusters 40.0 × 10−8

Exponential decay of rays 8.0 × 10−8

X1, the channels are uncorrelated. The remaining sets have a correlation coefficient of 0.910,

0.990 and 0.999. The correlated channels are obtained by interpolating uncorrelated channels in

the time domain by a factor of 4, 16 and 128. They will subsequently be identified as X4, X16

and X128 respectively. The subsets are classified relative to the distance from the transmitter,

with γ̄s = 31.6dB at 5m, γ̄s = 21.5dB at 16m and γ̄s = 11.5dB at 50m, where γ̄s is the SNR

averaged over all the subcarriers of all the channels in that subset.

B. Results

The performance of the bit loading module is tested using the four sets of random channels

previously generated. The two versions of the bit loading algorithm are examined: the default

version and the correlation-based version.

The consequences of using fixed point arithmetic are analyzed. Furthermore, the performance

of the implementation relative to different channel variation rates is discussed. The channels are

initially assumed to vary with a constant period TBA. In the last part of this section, the rate at

which new channels are sent to the module is varied randomly. The random variation follows a

uniform distribution centered at two values TC1 and TC2.

During the experiment, the bit loading algorithm aims to find a bit allocation that will have a

probability of error below the threshold PTH . However, if the bit loading algorithm is interrupted

by the algorithm manager, the constraint PTH may be violated. In that case, the bit allocation
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is deemed invalid and the throughput of that run is set to zero. To obtain statistically significant

values, the data is averaged over the 10,240 channels of each subset.

1) Effect of fixed-point arithmetic: It is interesting to examine the impact the use of fixed-

point arithmetic has had on the implementation’s speed of convergence and on the solution the

algorithm converges to. The adaptive bit loading algorithm has two principal sources of finite

precision errors. First, the computation of the average BER, P̄ , defined in (1), will introduce

errors that can potentially force the algorithm to make an erroneous decision in Steps 8 and 9

of the algorithm described in Section III-A. In this scenario, the algorithm would converge to

a solution that is slightly above or below that of a floating-point implementation. This error,

however, seldom happens since the BER values are stored in a 32-bit variable which minimizes

finite precision errors. Further, the average BER is recomputed at each iteration from the lookup

table which means the error does not propagate. The second source of finite precision errors

is more critical. Contrary to P̄ , the error on the peak BER P̂ does propagate and increases at

each iteration. Further, the presence of a multiplication in (2) and (3) will make the error more

substantial, especially for small δ. Here, finite precision error has two consequences. First, it can

cause the wrong decision during the choice of the individual subcarrier’s throughput as per Step

5 of the algorithm described in Section III-A. This will lead to a different solution or, at best,

to a larger convergence time. Second, because of the error on δ, P̂ will increase and decrease

more slowly, requiring more time to converge for the algorithm.

Although finite precision error is, indeed, present, its effect is not significant. When compared

to theoretical results, obtained with floating-point arithmetic simulations, the error for the default

algorithm is, on average, 0.0036 bits per allocation. For the correlation-based version, it is,

on average 1.5 bits. However, since the algorithm is not optimal, the solution obtained using

fixed-point arithmetic is in no way worse than the theoretical results. It is simply a different

near-optimal solution. It is important to emphasize that, in both cases, PTH is respected.

2) Periodically Time-Varying Channel: TBA is varied from 500μs to 60μs. Those values seem

reasonable and are significantly less than 16ms. At TBA = 500μs, both the correlation-based

algorithm and default algorithm have enough time to finish each run. Conversely, at TBA = 60μs,

the two versions of the algorithm are interrupted at each run. Fig. 3 shows the averaged number

of interrupts for the X128 channel set, at 5m and 16m for the two versions of the algorithm.

Clearly, the algorithm is interrupted earlier for channels when the receiver is at 5m than when
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Fig. 3. Interrupt average for Default and Correlation-based algorithm, X128 channel set at 5m and 16m.

the receiver is at 16m. As the distance between the transmitter and the receiver decreases, the

step size δ gets smaller and is more prone to finite precision errors. Thus, the algorithm takes

more iterations to converge. In the worst cases, convergence can take up to 2ms. However,

because the maximum number of iterations is limited to 30, the algorithm is never interrupted

at TBA = 500μs. Note that this phenomenon is only valid for very small values of δ. There isn’t

any noticeable difference in the number of interrupts between subsets at 16m and at 50m.

As expected, at equal TBA, the average is larger for the default version because of the peak

initialization routine. The difference is larger for low γ̄, being approximately 130μs at 5m,

whereas it is 50μs at 16m. This discrepancy is caused by a longer peak initialization at 5m.

As the number of interrupts increases, the throughput itself decreases. Fig. 4 shows the

throughput at 16m for the X128 channel set. Here, the correlation-based algorithm offers a

clear advantage when compared to the default algorithm as the throughput starts declining on

average 60μs later than for the default version. This difference is even larger for channels with

high SNR due to the longer initial P̂ calculations for the default algorithm. Interestingly, this

is true not only for the correlated channel sets, but also for the uncorrelated set, X1. All in all,

the correlation-based algorithm offers a better throughput, notwithstanding the correlation level.

Relating the throughput of the system with the average number of iterations completed by

each run, sheds more light on the algorithm. As shown in Fig. 5, the number of iterations starts

decreasing approximately 20μs before the throughput does. This indicates that the loss of the

last few iterations does not produce any significant reduction in throughput. Since δ is larger

during the first few iterations, it is then that P̂ changes more substantially.
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Fig. 5. Number of Iterations for Default and Correlation-based algorithm, X128 channel set at 16m.

When comparing the two versions of the algorithm for the uncorrelated channel set X1,

it appears that the number of iterations needed for convergence is roughly the same for both

versions, with the correlation-based version requiring marginally more iterations. This would

tend to suggest that the precise value of the initial P̂ is not crucial, as it does not significantly

increase the number of iterations or the final throughput. However, as shown in Fig. 5, for

correlated channels, the number of iterations decreased by an average of 10%.

C. Time-Varying Channel with Random Period

In this section, TBA is set to be a discrete random variable, represented by TBA. It is centered

around two center periods, set to be TC1 = 205μs and TC2 = 235μs. The performance of the two

versions of the algorithm is examined in relation to the standard deviation of TBA, σT . As was

the case in the previous section, the correlation-based algorithm is consistently less interrupted
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Fig. 6. Number of Iterations for Default and Correlation-based algorithm, X16 channel set at 16m.

than the default version.

Whether or not the number of interrupts increases or decreases with σT will depend on the

values of TC1 and TC2. If the mean of TBA is large relative to the average execution time of

the algorithm, the number of interrupts will increase with increasing σT . As σT increases, some

runs are interrupted earlier, whereas others are given “unnecessary” processing time, thereby

increasing the average number of interrupts. Conversely, if the mean of TBA is small relative to

the average execution time of the algorithm, for low σT almost every run is interrupted early

in its execution. When σT increases, however, at least some realizations of TBA will be large

enough to allow the algorithm to complete, thereby reducing the average number of interrupts.

The number of iterations, shown in Fig. 6 for X16 channel subset, at 16m, correlates with the

average number of interrupts. For runs that have a short execution time relative to the mean of

TBA, the number of iterations will decrease with an increasing σT . For runs with larger execution

time with respect to the mean of TBA, the number of iterations will increase with σT .

Fig. 7 shows the throughput of the X16 channel subset, at 16m. Note that the increase in the

number of interrupts and the decrease in the number of iterations does not have any significant

effect on the throughput of the correlation-based algorithm, as it stays approximately constant

for all σT . This confirms that the last iterations of each run have mitigated effect on the final

throughput. Conversely, the throughput decreases with reduced iterations for the default algorithm

as it gets interrupted earlier in its execution.

October 1, 2006 DRAFT



WILEY WIRELESS COMMUNICATIONS AND MOBILE COMPUTING 19

10 20 30 40 50 60 70 80 90

145

150

155

160

165

σ
T

B
its

 / 
Sy

m
bo

l

Default, T
C1

=205μs
Corr−based, T

C1
=205μs

Default, T
C2

=235μs
Corr−based, T

C2
=235μs

Fig. 7. Throughput for Default and Correlation-based algorithm for X16 channel at 16m.

VI. CONCLUSION

A modular DSP implementation of a robust adaptive bit loading algorithm is presented in

this work. The objective of this proof-of-concept is to operate in a real-time, computationally

efficient manner. The algorithm is converted to fixed-point arithmetic, and its flow is streamlined.

Furthermore, a second, computationally simpler version of the default algorithm is proposed: a

correlation-based version, which uses information from previous runs to minimize the number

of iterations required for convergence. Due to these modifications, both versions converge to

a solution within a fraction of the maximum time constraint. In the experimental results, for

rapidly time-varying channels, the correlation-based version proves to be superior in every aspect

considered (number of iterations, throughput, etc.), whereas for slowly varying channels, the

performance of the two bit loading algorithm versions are comparable. The level of correlation

between the successive variations of the channels plays a minimal role in the correlation-based

version’s throughput, making it the method of choice for future usage.

With decreasing variation rates of the channel, the CPU load decreases. The implementation

then becomes particularly interesting for multi-user schemes, such as wireless base stations in a

cellular network. In this case, several instances of the algorithm can run in parallel on a single

DSP chip.
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