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Abstract – This paper describes the design of an
adaptive data link control (DLC) protocol for wire-
less ATM networks and measures its performance
in a locally deployed testbed implemented by the
RDRN(Rapidly Deployable Radio Network) project.
Our DLC protocol provides quality of service (QoS)
support for ATM-based virtual connections by dis-
tinguishing between delay-sensitive and loss-sensitive
traffic over the wireless portion of the network. Delay-
sensitive traffic that is received with errors is dropped
while loss-sensitive traffic that is lost or received with
errors is selectively retransmitted using a go-back-N
ARQ scheme. To overcome the unreliability of a wire-
less link, the DLC protocol exploits adaptation tech-
niques that utilize channel state information to maxi-
mize the performance of individual connections. Our
experiments shows that the adaptive data link control
protocol under consideration is more robust at dealing
with lossy wireless links than its non-adaptive coun-
terpart version; we have achieved TCP/IP throughput
speedups of up to 4 times in our adaptive protocol im-
plementation for virtual connections established over
both delay-sensitive and loss-sensitive channels across
impaired wireless links.

�This work is partially funded by ARPA contract number J-FBI-94-
223 and Sprint under contract CK5007715.

1 Introduction

Growing demand for ATM-based technology and recent
proliferation of wireless access technologies have moti-
vated researchers to examine the feasibility of extending
the ATM paradigm from the wireline to the wireless do-
main and create a new research area known as Wireless
ATM (WATM) [Toh97]. Dealing with lossy wireless
links, characterized by limited bandwidth and high, bursty
error rates, breaks the main assumption of conventional
ATM systems which is that of usingno-errorsfiber links.
Therefore, WATM systems must provide a transparent
mechanism to ensure reliable end-to-end data transmis-
sion over the wireless portion of the network. We identify
a wireless-specific data link control (W-DLC) layer, sit-
ting between the traditional ATM layer and a wireless-
specific medium access control (W-MAC) layer, as the
responsible entity for guaranteeing the quality of service
(QOS) requested by individual ATM-based virtual con-
nections . Further, we claim that smart (adaptive) DLC
protocol operations are key to making over-the-air data
transmission more resilient to the dynamics of the wire-
less channels. Our focus is thus to explore the benefits of
adaptive techniques in DLC protocol design for Wireless
ATM network systems.

In particular, this paper describes the design and eval-
uation of the adaptive data link control protocol im-
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plemented for the Rapidly Deployable Radio Network
(RDRN) project. The goal of the RDRN project [S+97]
is to develop an adaptive high speed ATM-based wireless
communication system that is mobile capable, rapidly de-
ployable, easily reconfigurable, and seamlessly integrated
to end-to-end ATM LANs and WANs. The two key fea-
tures of our W-DLC protocol are:

1. Data link level support for ATM services like avail-
able bit-rate (ABR) data, constant bit-rate (CBR)
voice, and variable bit-rate (VBR) video traffic by
implementing two link-level traffic classes that en-
able delay-sensitive and loss-sensitive W-DLC pro-
tocol operation. Retransmissions are only required
for loss-sensitive traffic and are implemented using a
go-back-Nautomatic-repeat-request (ARQ) scheme.

2. State-based adaptive W-DLC protocol operation that
utilizes current channel conditions to maximize per-
formance of individual connections across impaired
(lossy) radio links. Delay-sensitive traffic is opti-
mized by dynamically varying the length (i.e., num-
ber of ATM cells) of the wireless ATM (WATM)
frame. Loss sensitive traffic, on the other hand, is
optimized by combining the adaptive WATM frame
length scheme with the amount of error control pro-
vided by an N-copy scheme.

The rest of the paper is organized as follows. In Sec-
tion 2, we discuss relevant related work. The design of our
adaptive W-DLC protocol is presented in Section 3. Sec-
tion 4 reports the results obtained from our experimental
testbed and provides a discussion of issues related to our
DLC protocol implementation. Finally, in Section 5 we
present our conclusions and provide suggestions for fu-
ture work.

2 Related Work

Several data link control (DLC) protocol procedures have
been proposed to provide reliable data transmissions over
impaired radio links. A common theme present in all
the proposals is the use of error detection with retrans-
missions for link level error recovery. Specifically, al-
most all of them use automatic-repeat-request (ARQ) with
selective repeat mechanisms supplemented by forward

error correction (FEC) coding schemes. Early propos-
als, such as the Radio Link Protocol (RLP) [N+94]
and AIRMAIL [A+95], provided the basic princi-
ples to design DLC protocols in former cellular wire-
less networks. Recent approaches targeting DLC pro-
tocol design for Wireless ATM networks are found in
[A+96][E+95][PA95][X+95]. In all these approaches the
main focus is on the reliability aspects of the protocol in
question. However, they all fail to address the perfor-
mance aspects of the protocol when operating over lossy
links. Wireless channels are usually time-varying and the
channel bit error rates vary as the surrounding environ-
ment changes. Since these factors put in jeopardy the per-
formance of the DLC protocol (and higher layer end-to-
end protocols at large), additional link-level mechanisms
are required for improving the performance while still
providing reliability over impaired radio links.

In [CI97], it is pointed out that errors in the wireless
channel significantly affect the performance of end-to-end
protocols (like TCP) mainly because of the losses over the
radio link. This observation motivated the design and im-
plementation of the snoop protocol [B+95] which indeed
improved the performance of TCP connections on net-
works with wireless links. However, the snoop scheme
requires the use of transport-level hints to detect losses
plus modifications to the IP layer at the base station to
perform local retransmission across the wireless link.

Is it possible to provide reliable transmission and op-
timal performance across wireless links by using a link
layer protocol? Can this protocol operate independently
of higher layer protocols and make decisions to adapt its
behavior based on the current state of the wireless chan-
nel? We believe the answer is yes and that our W-DLC im-
plementation represents an attempt to achieve these goals
under the strict constraints imposed by impaired wireless
links.

3 Adaptive DLC Protocol Design

Figure 1 shows the protocol stack organization in the
RDRN architecture. The adaptive wireless-specific data
link control (W-DLC) layer is introduced between the
wireless-specific medium access control (W-MAC) layer
and the ATM layer. ATM cells to be transmitted over
the air are passed to the W-DLC layer and then encap-
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sulated within a WATM frame. Figure 2 shows the struc-
ture of a WATM frame in the RDRN architecture. Ba-
sically, a WATM frame contains one or more standard
ATM cells and/or special (e.g., W-MAC level or W-DLC
level) control information. The W-DLC protocol allows
standard ATM QOS requirements to be extended over the
wireless portion of the network by distinguishing between
VCs carrying delay-sensitive traffic like voice and video
from those carrying loss-sensitive traffic like data. ATM
cells from multiple VCs are allowed to be encapsulated
in the same WATM frame as long as they belong to the
same W-DLC traffic category. WATM frames carrying
delay-sensitive traffic are dropped when received with er-
rors while WATM frames carrying loss-sensitive traffic
are retransmitted when lost or received with errors. Re-
transmissions are implemented using an sliding window
and a go-back-N automatic-repeat-request (ARQ) scheme
that guarantee in-order delivery of ATM cells to the upper
ATM layer at the receiver.
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Figure 1: RDRN Protocol Stack Architecture

The novel feature of the W-DLC protocol is the adap-
tive control it provides. By using a two-state channel
model, the wireless channel is treated as a link with ei-
ther a high bit error rate (HBER) or a low bit error rate
(LBER). The objective is to estimate the right state of
the wireless channel to adapt the operation (and param-
eters) of the W-DLC protocol accordingly. For example,
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Figure 2: Wireless ATM Frame Format

when the channel is in the LBER state, the throughput
can be maximized by encapsulating several ATM cells in
each WATM frame. However, when the channel is in the
HBER state, most WATM frames are received in error;
hence, it is best to encapsulate fewer ATM cells. Also, re-
transmissions in the HBER state can be reduced by trans-
mitting more than one copy of each frame at a time. In our
design, the wireless channel state is estimated at the re-
ceiver based on the ratio of the number of WATM frames
received with and without errors. This state information is
then communicated back to the transmitter which adapts
accordingly to the prevailing link conditions.

3.1 W-DLC Frame Types

There are three types of W-DLC frames: information
frames, supervisory frames, and unnumbered frames. The
essence for W-DLC frame operation is derived from the
HDLC protocol [Sca88].

Information frames (IF) contain data to be transmitted
as encapsulated ATM cells. Two types of IF frames are
used: one for delay-sensitive traffic (DS) and another for
loss-sensitive traffic (LS). Sequence numbers are main-
tained for LS frames. N(S) is the sender’s sequence num-
ber for each transmitted frame. N(R) is the receive se-
quence number and denotes the sequence number of the
next expected received frame. N(R) thus serves to ac-
knowledge all received frames up to N(R)-1.

Supervisory frames (SF) provide link control function-
ality such as acknowledging or requesting retransmission
of IF frames. Two types of SF frames are used: the RR
(Receive Ready) frame and the REJ (Reject) frame. The
RR frame is used to acknowledge properly reception of up
to N(R)-1 IF frames and to indicate the ability to receive
more IF frames. The REJ frame is sent when frames are
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received out of sequence at the receiver and is used to
request retransmission of IF frames starting with frame
N(R). Any frames that were sent with a sequence number
of N(R)-1 or less are implicitly acknowledged. The reject
condition is cleared by the proper reception of IF frames
up to the IF frame that caused the reject condition to be
initiated.

Unnumbered frames (UF) allow exchange of additional
control information beyond what is accomplished with SF
frames. Three types of UF frames are used: link activ-
ity frames (LA), reset frames (RES), and unnumbered ac-
knowledgement frames (UA). LA frames are sent when
there is no traffic observed on the link for a certain period
of time. They are used to elicit a response from the node
at the other end of the link and to determine if the link
is indeed still up. The RES frame is sent when a frame
is received with a receive sequence number outside the
sending window and is used to recover from such an ab-
normal operating condition. The receipt of an RES frame
forces the remote end to reset its state since peer W-DLC
layers must be synchronized. This synchronization takes
place when an UA frame is received from the peer end
confirming that it has also reset its state.

3.2 Wireless Channel State Estimation

The interesting aspect of the W-DLC protocol is its ability
to adapt the frame length and retransmission mechanism
based on the wireless channel conditions. This requires
an estimate of the wireless channel conditions at frequent
intervals.

The estimation method is based on a ratio of the total
number of frames received without errors to the total num-
ber of frames received with errors during a given time pe-
riod. Since the channel is slowly varying, we used an es-
timation interval over which the channel state is assumed
to remain unchanged. The ratio number is computed at
the end of each estimation interval. The computed ratio is
compared against computed upper and lower bound error
thresholds. Using these two threshold values in the esti-
mation process prevent the estimated state to continuously
oscillate between the HBER (i.e., good) and LBER (bad)
states.

3.3 Adaptive Frame Length

The design of the wireless frame format allows for a vari-
able number of ATM cells to be encapsulated within each
frame. Ideally, encapsulating a larger number of cells in
each frame would yield an increase in data throughput.
However, considering that random and independent bit er-
rors are present in the LBER state, an increase in frame
length causes an increase in frame error rate for a give bit
error rate. Hence, a higher frame error rate yields lower
throughput. We believe that there is an optimal frame
length that yields the best throughput under given con-
ditions in wireless links. This procedure requires compu-
tation of the optimal frame length for the LBER and the
HBER state in a way similar to the slow-start TCP/IP al-
gorithm [Ste94]. This implies the use of different frame
lengths for the LBER and the HBER state.

3.4 Pre-emptive Retransmissions

For loss-sensitive traffic, it is possible that a frame may
need to be retransmitted more than once due to a high er-
ror condition in the wireless channel. The pre-emptive
retransmission orN-copyscheme is an attempt to reduce
the number of such occurances. The basic idea is to send
multiple successive copies of each frame at each trans-
mission and retransmission instead of just one copy as in
normalgo-back-N, with the hope that at least one of these
copies is received error-free. This may reduce the number
of retransmission requests, especially for entire windows
of frames, and yield an increase in data throughput. How-
ever, the use of such an scheme is advised only in the
HBER state since in the LBER state the extra overhead
(due to the multiple redundant copies) may reduce the ef-
fective throughput. The computation of the optimal value
of N for the LBER state is indeed a hard problem; how-
ever, we provide estimates through a series of experiments
in the next section.

4 Results and Analysis

4.1 Experimental Setup

This section presents a performance evaluation of the W-
DLC protocol implemented in a real RDRN testbed. The
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configuration used for all the experiments is shown in Fig-
ure 3. The testbed includes Toshiba Tecra laptops run-
ning Linux with extensions for ATM and WATM sup-
port. The setup involves a combination of wired ATM-
based OC-3 technology (maximum nominal speed = 155
Mb/s) and beamforming antenna technology for the wire-
less link [S+97] (maximum nominal speed = 1 Mb/s).
Each experiment involves traffic flowing from the RDRN
fixed node (FN) to the RDRN remote node (RN) across
the RDRN edge node (EN). A single virtual circuit was
setup between the FN and the RN with specific QOS pa-
rameters as required for the experiment in question. The
EN and RN were positioned very closed to ensure an
error-free wireless link. In order to control the bit error
rates introduced in the wireless channel a random bit er-
ror rate generator was instrumented at the link level prior
to transmission to the W-MAC layer. A modified version
of thettcpprogram was used to compute average through-
put where needed. For the purposes of this study, it is as-
sumed that a channel BER of10�5 or lower means that
the channel is in the good state (i.e., LBER) while a BER
higher than10�5 denotes a bad state (i.e., HBER).

OC-3
Fixed

RDRN

Node

RDRN
Edge
Node

RDRN

Node
Remote

1 Mbps Radio Link

Figure 3: Experimental Setup

4.2 Effect of Adaptive Frame Lengths on
N Copy Mechanism on Throughput

In Figure 4, we plotted end-to-end TCP throughput per-
formance versus WATM frame size for delay-sensitive
traffic under different bit error rate conditions. It can be
seen that the optimal frame size for the ideal case (i.e.,
no errors) is very high and approximates a maximum at-
tainable throughput of 0.9 Mb/s as expected. On the other
hand, for a BER equals to10�5, a maximum throughput
is achieved at 9 cells per frame. As the number of en-
capsulated cell increase, the effect of the frame overhead
decreases yielding an increase in throughput. However,
as the frame size becomes larger the resulting frame er-
ror rate also increases and this has an adverse impact on

the throughput. A similar reasoning applies to the case
when BER equals10�4 and the results are plotted in Fig-
ure 5. As the figure shows the maximum throughput is
obtained with a frame size of 6 cells per frame with a
big decrease in throughput for larger sizes. Similar ex-
periments were done for the loss-sensitive traffic and the
results are shown in Figure 5. Note that the optimal frame
size numbers are lower than for the delay-sensitive case.
This is due to the retransmissions performed for this op-
eration mode. All these results indicate that the perfor-
mance of data transport over lossy links can be achieved
by adapting the frame length to its optimal value.
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Figure 4: Delay-sensitive Traffic: TCP Throughput vs.
WATM frame size

Having determined the optimal frame sizes in the good
and bad states, we now evaluate the effect of adapting the
frame size to the current channel state. For the purpose of
these experiments we assume a BER of10

�5 in the good
state and a BER of10�4 in the bad state. By using the es-
timated optimal frame size for each state, we use a frame
size of 9 cells per frame in the good state and a frame size
of 6 cells per frame in the bad state for delay sensitive
traffic. In each of the following experiments, the BER is
varied between10�5 and10�4 once every 10 seconds.

The plot in Figure 6 shows the variation of through-
put versus time as the error rate changes with and without
any frame length adaptation for the delay-sensitive traffic.
The throughput is measured every second over the dura-
tion of the test. Region A and C of Figure 6 correspond
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Figure 5: Loss-sensitive Traffic: TCP Throughput vs.
WATM frame size

to the good state while region B corresponds to the bad
state. Note the increase in performance in region B for
the adaptive length case: as much as twice the throughput
without adaptation. Similar experiments were conducted
for the loss-sensitive case. The results are shown in Figure
7 with no adaptation, adaptive length, ncopy (n = 2; 3),
and a combination of ncopy (n = 2) and adaptive length.
Note that the 3-copy mechanism clearly delivers the best
performance in region B in all cases: as much as 4 times
throughput speedup compared to the non-adaptive case.
In all cases, it can be seen that the adaptive mechanisms
offer no noticeable improvements when the channel state
is good (region A and C) compared to the non-adaptive
case.

5 Conclusions and Future Work

This paper described the design and evaluation of an adap-
tive data link control protocol for wireless ATM networks.
The protocol handles error recovery and control over the
wireless channel and provides the ATM layer with a more
reliable transport medium. It provides a delay-sensitive
and a loss-sensitive operation mode to facilitate the exten-
sion of standard ATM QOS parameters over the wireless
portion of the network. A simple channel state estimation
algorithm is also implemented at the data link level. The
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Figure 6: Throughput Adaptation in delay-sensitive traffic

channel estimation algorithm is used to adapt the DLC
protocol operation to current channel conditions. Our im-
plementation is scalable since requires minimal state in-
formation to be maintained at adjacent peers. It also op-
erates independently of higher layer protocols.

Our main contribution is that adaptive DLC protocol
operation over the wireless portion of the network can
effectively improve the performance of end-to-end pro-
tocols under impaired radio links. We have presented
results to evaluate the benefits of our ideas and the fea-
sibility of our implementation. They show that under
high bit error rate conditions, adaptive mechanisms such
as frame length andN copycan effectively yield an in-
crease in throughput. In particular, experiments with
adaptive frame sizes yield 2 times throughput speedup for
the delay-sensitive traffic case. On the other hand, exper-
iments with the adaptive Ncopy scheme (N = 3) yield as
much as 4 times throughput speedup.

The implementation described in this paper should
serve as testbed for further work in software controlled
adaptive protocols. There is a lot of scope for more work
especially in the area of adaptive error control. Various
FEC coding schemes can be incorporated, especially for
use when the channel is in the good state, thus transform-
ing the protocol to hybrid ARQ as opposed to regular go-
back-N.

Another extension to consider is adding sequence num-
bers to wireless frames carrying delay-sensitive traffic.
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This will enable the NCopy scheme to be used for this
type of traffic since it has been found to deliver the best
throughput when the channel is in the bad state.
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